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ABSTRACT sum-goodput maximization in the OFDMA downlink where pealrti
CSl is obtained through pilot-aided MMSE channel estinratid/e
note that this paper is an abbreviated version of a longeerpdp
that contains proofs and additional results.

We now discuss related work. The problem of OFDMA down-
link scheduling and resource allocation ungerfectCSI has been
widely addressed in a number of publications (e.g., [2-5The
effect of imperfect CSl is studied for single-user OFDM in-8.

In [6], channel prediction was used to mitigate the effecwuttiated
CSI on the performance of adaptive OFDM systems. The effiect o
OFDM channel estimation error, as well as that of outdatet| CS
were studied for the variable bit-rate case in [7]. In [8],cotimal
power loading algorithm for rate maximization was deriveddd on
average and outage capacity criteria, and it was conclutdhte
outage rate of the system may be greatly reduced due to GSl err
Multi-user OFDMA downlink performance under imperfect Gk
been studied in [9-11]. In [9], the authors considered tludlpm
of ergodic weighted sum-rate maximization for user-schiedwand
resource-allocation, and studied the impact of channighatbn er-

In this paper, we address the problem of joint scheduling rend
source allocation in the downlink of an orthogonal frequedc
vision multiple access (OFDMA)-based wireless network mviiee
per-user SNR is known only in distribution. In particular won-
sider sum-utility maximization over user schedules, paywand code
rates, subject to an instantaneous sum-power constraiet.con-
sider both a “continuous” scenario where, during a timé;&ach
OFDMA subchannel can be time-shared among multiple usel/san
code rates, and a “discrete” scenario where no time-shasimady
lowed. For the non-convex optimization problem arisinghe ton-
tinuous case, we propose an efficient exact solution. Famiked-
integer optimization problem arising in the discrete casepropose
a polynomial-complexity approximate solution and deriviecaind
on its optimality gap. We also provide a numerical study afdpmut
maximization for the SNR distribution that results from tee of
pilot-aided MMSE channel estimation.

1. INTRODUCTION ror, where channel estimation error resulted from piloediMMSE
channel estimation. In [10], a cross-layer design was megdo
In the downlink of a wireless orthogonal frequency divisimul-  guarantee a fixed target-outage probability for slow-fgdihannels

tiple access (OFDMA) system, the base station (BS) delidata  when pilots are used to obtain CSl and the users have heterogse
to a pool of users whose channels vary in both time and frezyjuen delay requirements. In [11], the problem of total transnatvpr
Since bandwidth and power resources are limited, the BS aflest  minimization, subject to strict constraints on conditibeapected
cate them efficiently. At the same time, the BS may need torensu user capacities, was investigated. In contrast to thesksyare fo-
quality-of-service (QoS) constraints, such as a minimuralvke rate cus on maximizing a more general concave goodput-basaty util
for each user. Clearly, the optimal allocation of resouisesfunc-  subject to a sum-power constraint when the imperfect CSlesam
tion of the instantaneous channel state of all users atladfennels.  the form of generic per-user SNR distributions.
However, it is difficult in practice to maintain perfect instaneous
channel state information (CSI) at the BS, and so resoulaeadion
must be accomplished under imperfect CSI. 2. SYSTEM MODEL

In this paper, we consider the problem of simultaneous user-
scheduling, power-allocation, and rate-optimization inGFDMA ~ We consider a downlink OFDMA system witN' subchannels and
downlink system when the BS knows the per-user SNR only in disK active usersi, K € Z%). During every channel use, one code-
tribution. In particular, we consider the problem of maxiing ex-  word (from a generic signaling scheme) is transmitted usiagh
pected sum-utility subject to a constraint on sum-powereurido ~ OFDMA subcarrier. The OFDMA subchannels between the BS and
scenarios. In the first scenario, we allow multiple userd@artbde  each user are assumed to be non-interfering with gainsithéinae-
rates to time-share each subchannel and time slot, rgiriteanon-  invariant over each codeword duration. Furthermore, tielsan-
convex optimization problem. We solve this problem usinguald nels of each given user are assumed to be statistically émdigmt of
optimization approach that yields an algorithm convergirgonen-  the channels of other users. Thus, the successful recegitiomans-
tially fast to the exact solution. In the second scenario,aflev ~ mitted codeword depends on the corresponding subchargieRsy,
at most one user-rate combination to be allocated on anyhanbc powerp, and modulation and coding scheme (MG8) Here, we
nel, resulting in a mixed-integer optimization problem. Wecuss assume that MC%: € {1,..., M} corresponds to a transmission
the connection between the two scenarios and propose aoxappr rate of r,,, bits per codeword and a codeword error probability of
imate solution for the second problem using the solutioraioketd  the forma,,e "7, wherea,, andb,, are known constants. Be-
in the first. For some cases, we show that the proposed soluticcause we treat the subchannel ShiRs an exogenous parameter,
has zero optimality gap, while for the other cases, we botwed t the codeword error probability is a function of the receigR p.
optimality gap. Finally, we describe numerical resultseistigating We denote the allocation decision variable by .., where



I.k,m = 1 means that subchannelis fully dedicated to usek at
MCSm, andI,, x,» = 0 means that subchanneis totally unavail-

able to usek at MCSm. The subchannel resource constraint is then Fr &, m (y1, y2)

expressed as_, . Ink,m < 1foralln. We denote, i, > 0 as
the power that would be expended on subchanriit was fully al-
located to the user/rate combinati@iy m). Finally, we usey, i to
denote thex'" subchannel’s SNR for usér We assume that the BS

whereF, k. m (-, -) is given by

Q)

[-E {Un,k,m (1 = apmebmnt yz/yl)rm)} if y1 #0
0 otherwise

does not knowy,, , perfectly, but rather in distribution. Thus, our We denote the optimal andx for (4) asIgggra andaégga, respec-

scheduling and resource allocation (SRA) problem can bikemras
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Here, the goodpug = (1 — ame ™ "mPrkmnk ), represents the
expected number of bits per codeword that can be transmititbe
out error, and the utility functio/,, k.. (-) is used to transform
goodput into a quality-of-service (QoS) or fairness metig., max-
imin fairness or proportional fairness [12]. We all@W . (-) to be
any generic real-valued function that is twice differeblé strictly-
increasing, and concave, Witti, 5, (0)| < oco.

tively, and usepigg, to denote the corresponding

The convex problem (4) satisfies Slater’s conditiod,at, . =
2KM andz,, k,m = PJC\‘;" n.k,m, V1, k,m. Hence, it can be solved
using a dual optimization approach with zero duality gag.[U&ing

1 as the dual variable, the Lagrangian of (4) is

L(M7I7w) - Z In,k,m Fn,k,m(—ln,k,m7mn,k,m)+
n,k,m
( Z Tn,k,m — Pcon)#, (6)
n,k,m

wherex denotes théV x K x M matrixX [z, x,m,]. The unconstrained
dual problem then becomes

max min L(p, I,x) = L(p", I"(u"),z

pn>0 x>0
IcZcsra

(I (1), ()

wherexz > 0 means thate, ., > 0 Vn,k, m, wherex™(u, I)
denotes the optimat for a giveny andI, whereI* () denotes the
optimal I for a givenu, and where.* denotes the optimal. Then

We consider two flavors of the SRA problem: a “continuous” We have, for anyn, k, m),

one (termed CSRA) where any subchannel is allowed to be ghare

between multiple users-MCS combinations, ifg.x, € [0, 1] for

all n, k,m, and a “discrete” one (termed DSRA) where subchannel

sharing is not allowed, i.el, x,m € {0,1} Vn,k, m. Defining I
as theN x K x M matrix with (n, k, m)" element ad,, x...., the
CSRA problem concerns (1) fdr € Zcsra, Where

ICSRA = {I I e [O7 1]NXKXA{7 Zk,m In,k,m S 1 Vn}, (2)

whereas the DSRA problem concerns (1) fog Zpsra, Where

Tosra = {1 : T € {0, 1}V M 5 Tkm < 1Vn}. (3)

x:,k,m(ﬂv I) = In,k,mp;,k,m(ﬂ)v (8)
where
- if 0 < H < @mbmTm E{”Yn,k
* Pn,k,m
P (h) = W (= ar)) @
0 otherwise
and
p=E {lel,kmz((l _ ame*bmﬁn,k,m(u)ﬁn,k)Tm)
ambmrm,ymkefbmﬁn,k,m(H)Wn,k}. (10)

In the next section, we discuss the CSRA and DSRA problems and

highlight the relationship between them.

3. OPTIMAL SCHEDULING AND RESOURCE
ALLOCATION

To obtainI*(u), first define

Vn,k,m(ﬂ:pz,k,m(u)) £ Hp;kl,k,m(,u‘)
_E {Unﬁk,m((l o amefbmpi,k,m(#)“/n,k)rm)} (11)

We first consider the CSRA problem, which is a non-convex op-and

timization problem (due to the non-convex sum-power caiist).
Fortunately, it can be converted into a convex optimizapooblem
through the substitution,, x,,m = In.k,m Pn,k,m, Wherez, i ., is
the “actual” power allocated to usérat MCSm on subchanneh
after scheduling. Taking this approach, we obtain

{‘Cn k, m> }7L k,m ( )
Te€Zcspra

S.t. Z Tn,kym < Peon, 4)

n,k,m

Sn(p) = {(knm) : (kym) = aﬁgmjl)n Vo ot (1 P e (1)),
aNdVi, ko (11, Pk (1)) < 0} (12)
AssumingsS,, (1) = { (ki(n), mi(n))}.57 %!, we have
if (k,m)=(k;(n),m;(n)) for
I;k’m(u) _ In,ki(n),mi(n) someie{1,...,|Sn (p)|} (13)

0 otherwise



Here, the vectofI, i, (n),m,(n); - - '7I”L’k\sn(y)\(")v"”\sn(u)\(")) is We now discuss the DSRA problem and its relationship with
any point in the unitS,, ()| — 1) simplex, i.e., it belongs to the the CSRA problem. Because it optimizes over both contindgis
spacd0, 1]/ and satisfies and discreté I) variables, the DSRA problem can be recognized as
a mixed-integer optimization problem. Due to the high ccmpl
[Sn ()] ity usually associated with mixed-integer optimizationlgems, we
Z I ko (n)ma(n) = 1. (14) propose an approximate solution to the DSRA problem basehon
i=1 algorithm with polynomial complexity iV, K, M.
Finally, 2* (i.e., the optimal value of:) is such thaty* > 0 and Lemmaz2. If the solution of the Lagrangian dual of the CSRA prob-
- H H * NxKxM
Sk Lo (1) D (1) = Peon. lem (7) for a givery is such thatf*(u) € {0,1} , and the
Let us now define the total optimal allocated power for a givencorresponding total power i (1) as in (15), then the solution to
value ofy as follows: the optimization problem
X . X P*,I") = argmax Lo ie.m X
Xtot(u) é Z mn,k,m(uv I (/1’)) (15) ( ) {%50} nzk:m "
n,k,m I€Tpspa
Then, the following lemma holds. (The proof is provided ih)1 E {Un,k,m((l — ame’b’”“”"”"m%”“)rm)}
Lemma 1. The tqtal optimal power allocationX g, (), is a mono- s.t. Z L ko Progeoom < Xiot(2)
tonically decreasing function gf. kom
Note thatXg (1) may not be a continuous function af A satisfies]” = I"(x) and, for every(n, k, m),
sample plot ofX (1) and the corresponding value of Lagrangian, T (BT 0) e (1) # 0
i.e., L(p, I" (), 2™ (1, I* (1)), is shown in Figure 1. From this fig- Py g = I e () nkym (18)
ure, we observe thatg,(x) varies continuously in the region (p) otherwise

where the optimal allocatiorf * (1), remains constant and takes a
jump (negative) whed* (1) changes. In particular, {5, ()| > 1
for somen andp = fi, then multiple optimal allocations are possible
that satisfy (13). However, those different optimal allkbmas lead
to different power consumption levels. The power expendesiut-
channeln can be any value betweenin;c s, (a) Pn x; (n),m; (n) (1)
andmaxc s, (a) Pr k; (n),m. (») (1), CAUSING & (Negative) jump of

From the above lemma, we conclude that if.eexists such
that |S,(1)| < 1 Vn and Xy () = Peon, then the DSRA prob-
lem is solved optimally by the CSRA solution. Recall tB§E, (1)
is piece-wise continuous and a discontinuity (or “gap”) wscat
1« when multiple allocations achieving the same optimal vaifie
Lagrangian exist. If the sum-power constraiRton, lies in one of
such “gaps,” the optimal allocation for the CSRA problemiiseg
) by a convex combination of two elements from the Bgira, and

(Z MDD ), () () = D MAX P, ) ) () the CSRA solution is not admissible for DSRA. In such a case, w

1€Sn (i 1€Sn ([ . . F
S 1€Sn (i) n (€S (E) are motivated to choose the sub-optimal DSRA solutiggra €
in Xg (1) (atp = ). In'such cases, we allocate resources according ' (#), 1" (1)} that yields highest utility. Table 1 provides de-
10 Tipa 2 AI™ (1%) + (1 — \)I™(1*), where ails of the implementation of the proposed sub-optimal B&Rjo-

rithm. Now, the obvious question ifow often do these discontinu-

U Do (1) = 04 P (s o (1) ities occur?They turn out to be isolated and thus at most countable:
min *\ n,k,m - v Pn,k;(n),m;(n
nokm (W) = {0 otherwise , and Lemma 3. For any i > 0, there exists & > 0 such that for all
w € (fi—0, i+06)\{f}, there exists an optimal allocatiod;" (1) €
max ey )L D () = Max P 0 s () (1) Tcsra, that satisfied* (u) € {0, 1}V *5*M  Moreover, ifu, u2 €
ok (17) = 0 otherwise (16) (i~ 4, /), then there exist§* (1), I'* (u2) € {0, 1} <> such

andX € [0, 1] is chosen so that the sum-power constraint is met wit fhat I (1) = I"(2). The same property holds if bofh, > €

equality. (A, i +6).

Based on the above discussion, we propose to use bisection- We now give theoretical bounds on the performances of pro-
search ove{p > 0} to find thep* at which X (") = Peon, posed CSRA and DSRA algorithms.
stopping at the user-defined search intervaFurthermore, we no- | oima 4. Let i € [u, ji] be the point where the proposed CSRA

tice thatp;, ;. ,., (1) is a decreasing continuous function.0f(8)-(9)) . ~ - o )
and(, , ’k{’p;(kll(u*) ¢ R\ [0, Peon]} = 0. Therefore, to obtain algorithm stops{/csra (1, i) be the total utility obtained by the pro-

w*, the algorithm does not need to search the valugsfof which p.OSEd. CSRA algorithm, arldsg, be ne optimal S

Brim(12) combinations do not lie if0, Peon] for any (n, k,m). ~ LIKeWise, letlnsga(y, 1) be the utility achieved by the proposed

ThUS, 12" € [ftmin, fimax), Where ’ ' DSRA algorithm and leb/3sg, be the utility of the optimal DSRA
, min Hmax|s solution. Then,

! A
Hmax = 71}}35% ammemUn,k,'rn ((1 — am)"'m) E{’Vn,k} and q |USSRA — UCSRA(Hy /,_L)l < ([L — H)PCDI"I (19)
an
: 4 —bm Peonvn, N
Hmin = min B {Un ke (1 = ame " )rm) |Ubsra — lim Upsra (g, 1)
B =
mbm mfn ~bm Peontn i 17 * * i * *

BT k€ ; ) < (0" = pn) (Poon — XenI™(u), 1)) (20)
are obtained by taking,, x,m (1) — 0 and pn k,m () — Peon, 0 if |5 (1) < 1 Vn
respectively, for al(n, k, m) in the right side of (10). Table 1 gives < NP otherwise . (21)
the details of an algorithm that solves the CSRA problem. (##max — pimin ) Peon



Compared to the brute-force solution, i.e., by solving tbeer
allocation sub-problem for every possible choicelofe Zpsgpa
(with the same choice of) and then selecting the best possible
1, the proposed DSRA algorithm reduces complexity by theofact

(M) T M A detailed complexity analysis of the brute-force

approach and the proposed DSRA algorithm is provided in [1].

4. NUMERICAL EVALUATION

In this section, we numerically investigate the perforngant the
proposed CSRA and DSRA algorithms in a particular applcati
We choose the utility functio®,, i, (z) =  for all (n, k, m), so
that the objective is to maximize sum-goodput of the systéum-
thermore, we consider an uncod2@*!-QAM signaling scheme
with MCS indexm € {1,...,15}, r, = m + 1 bits per sym-
bol, and one symbol per codeword. For MCS indexwe select
am = 1 andb, = 1.5/((m + 1)® — 1) because the QAM sym-
bol error rate is proportional texp(—1.5py/((m + 1)* — 1)) in
the high{p~) regime and~ 1 whenpy = 0. We use the standard
OFDM model [14] to describe the (instantaneous) frequetmyrain
observation made by tHg" mobile user on the*" subchannel:

Yn,k = hn,kwn + Un,k,

increase from that of FP-RUS to that achieved by the CSRAIPCS
scheme. This is expected because, with increaSMBpiot, the BS
uses more accurate channel-state information for schregahd re-
source allocation, and thus achieves higher goodput. Tdteaiso
shows that, even though the proposed CSRA algorithm sohees t
CSRA problem optimally, and the proposed DSRA algorithmvesl
the DSRA problem only approximately, their performancesncait
coincide.

In Figure 3, the top plot shows the subchannel-averagedmod
and the bottom plot shows the subchannel and realizatieraged
value of the bound (in (20)) on the optimality gap of the pregub
DSRA solution as a function dNR. The pilot SNR was kept at
SNRyiot = —10 dB. In the top plot, we see that, 8\R increases,
the difference between CSRA-PCSI and CSRA-ICSI (or, DSRA-
ICSI) increases. However, this difference grows slowenttize
difference between the CSRA-PCSI and FP-RUS schemesestiter
ingly, even for high values #NR, the performances of CSRA-ICSI
and DSRA-ICSI remain almost identical. The bottom plot, athi-
lustrates the average value(@f — timin) (Peon— X (1™, 11*)) over
all realizations and subchannels, shows that the loss ichsuimel-
averaged goodput due to the sub-optimality of the propossRA
solution under imperfect CSl is bounded By 102 bits/channel-
use even when the subchannel-averaged goodput of DSRAI4CSI
of the order of tens of bits/channel-use. This suggestgtieadiound

wherez,, denotes the QAM symbol transmitted by the BS on thewe provide in Lemma 4 is quite tight at high values3R.

n'" subchannelh,, ;. is the gain of thé:'" user om'” subchannel,
andv,, , ~ i.i.d CN(0,1). Therefore, the exogenous subchannel-
SNR is given byy,r = |hnk|?. The k'™ users channel gains
hy, (h1,ky - - .,hN,k)T € CY (in frequency-domain) are related
to the channel impulse resporge = (g1,%, - --,92.1)" € CF via

hi, = Fg,, whereF € C"*L contains the firsL.(< N) columns

of the N-DFT matrix, and wherey, , ~ CN(0,0;) are i.i.d over

(1, k). Here,oZ is chosen such that{~, .} = 1. In the sequel, we
useSNR £ £ Ef+, .} to denote the average available SNR per
subchannel.

To model imperfect CSI, we assume that, prior to data trans

mission, one pilot OFDM symbol is transmitted on every s@anech
nel, from which the corresponding subchannel estimatergcibed.
In particular, for thek!" user, the pilot observation vectorgg, =

Ppiot hie + 05 € CN, where the average SNR per subchannel dur-

ing pilot transmission iISNRpiot = ppiot E{yn,x}. Conditioned
on the pilot observation vectoh, is jointly Gaussian with mean
E{h|y,}, and covariance matri€ov(hy|y, ). The resultingy, «
is non-central chi-squared distributed with two degreefsesdom.
We will refer to the proposed CSRA and DSRA algorithms im-
plemented under imperfect CSl as “CSRA-ICSI” and “DSRA-ICS
respectively. Their utilities will be compared to that of SRA-
PCSI,” i.e., CSRA implemented under perfect CSI, which sgrv
as an upper bound, arftked-power random-user schedulifigP-

RUS), which serves as a performance lower bound. FP-RUSIsche
ules, on each subchannel, one user selected uniformly from

{1,..., K}, towhich it allocates powePcon /N and the fixed MCS
m that maximizes expected sum-goodput. In the plots, the ruwib
OFDM subchannels was¥ = 64, the number of users wds = 16,
the impulse response length was= 2, andx = 0.3/ Peon (recall
Table 1). In all plots, goodput values were empirically aggrd over
1000 realizations.

Figure 2 plots the subchannel-averaged goodput achieviteby
above-described scheduling and resource-allocatiomsehéor dif-
ferent grades of CSI. The average available subchannel-B&ER
kept atSNR = 10 dB. In this curve, we see that &NRyi is in-

creased, the performance of CSRA-ICSI and DSRA-ICSI sckeme

5. CONCLUSION

In this paper, we considered the problem of joint scheduéing
resource allocation (SRA) in downlink OFDMA systems undef i
perfect channel-state information and an instantaneoumspswer
constraint. We considered two scenarios: 1) when subchahae
ing is allowed, and 2) when it is not. For the first scenari® th
exact solution was found using a dual optimization approakie
second scenario resulted in a mixed-integer programmiaglem
for which an approximate solution was found using the soiutib-
tained the first scenario. Practical implementations ofpttegposed
allocation strategies (for both scenarios) were given &ed per-
formances were quantified. Numerical results were thenepted
under a variety of settings. It was found that the proposgzkifect-
CSl-based algorithms offer a significant advantage ovesrsels that
do not use any CSI. Moreover, the performance of proposest alg
rithms in the two scenarios were almost equal, which lead®us
conclude that, in OFDMA-based downlink communication syst
under imperfect CSI, it is unlikely that the performancengathat
result from time-sharing of multiple user-MCS combinaganithin

a single subchannel would justify the additional systewelleom-
plexity that would be required to implement such time-gigri
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((20)) as a function 0SNR. Here,N = 64,
K =16, andSNRp”m = —10dB.

Table 1: Algorithmic Implementations

Proposed CSRA algorithm

Bt

1. Setu = pimin, i = pmax, andp = =5
2. Foreach subchannel=1, ..., N:

*
n,k,m

(a) Foreachk,m), use (9)-(10) to calcula
(11) to calculateVy, g m (1, P}, 4, (14))-
(b) CalculateS,, (1) using (12).

(1), and use

. Use (16) and sek* (1) = I™" ().
. CalculateX ;s (11).

0]

I X (1) > Peon, setp = p, otherwise sefi = p.

[o2 I 2 B~ V]

. If i — p > K, go to step 2), else proceed.

* % (= _ Xioi(p) = Peon
- T Xio(p) 7 Xigi(72), seth = Xiot (1) — X ()
. The proposed allocation iBegra = M* () + (1 — M I ()
and the corresponding: is £csra et (@, I*(p)) + (1 —
Na* (T (1),

else\ = 0.

Proposed DSRA algorithm

1. Use the algorithmic implementation of the proposed CSBlAt®N
into find I'* () and.I* (f).

2. For bothI = I'*(p) andI = I'*(fx) (since they may differ)

(@) Selu; = fimin, pu = pmax, andy = “LEre

(b) For eachn, calculatep
L kom = 1.
CalculateX (I, ) St Ink,mPiy g (1)-
If X5 (I, i) > Peon, Sety; = p, else sefuy, = p.

(n) where (k, m) is such that

*
n,k,m

©
(d)
(e)
®

If o — 1y > K, go to step 2a), else proceed.

If X (I, ) = X6 (I, po), S€tA = 0, otherwise seh =

Xl’&(IaHL)*Pcon
X (L) — X (L)
Set@&r = A& (pu, I) + (1 — Na*(y, I), and Ly
L(/J,,I,;ﬁ[).

3. The proposed allocation Bpspa = argminge (r+ (), 1+ (a)} L1
and the corresponding is £psra B

(9)

=&; .
Ipsra




