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proach [10], [11], while FDCE is mostly based on known pilot
symbols [12]-[14]. Furthermore, it has been observed that

Abstract— Compared to the conventional time-domain meth-
ods, frequency-domain equalization (FDE) and frequency-domain

channel estimation (FDCE) present computationally-efficient
methods for the reception of single carrier (SC) transmissions.
In this paper, we consider iterative FDE (IFDE) with explicit

FDCE for non-cyclic-prefixed SC systems. First, an improved
IFDE algorithm is presented based on soft iterative interference
cancellation. Second, a new adaptive FDCE (AFDCE) algorithm
based on per-tone Kalman filtering is proposed to track and
predict the frequency-domain channel coefficients. The AFDCE
algorithm employs across-tone noise reduction, exploits time-

improved channel estimates may be obtained by incorpgratin
soft information fed back from the decoder rather than hard
symbol estimates [10], [11].

In this paper, we propose a new joint channel-estimation and
equalization scheme for the reception of SC transmissien ov
wireless channels with relatively fast fading and long dela
spread. First, an improved iterative FDE (IFDE) algorithm

correlation between successive blocks, and adaptively updatesis presented based on a frequency domain TE idea. Then, a
the auto-regressive (AR) model coefficients, bypassing the @@ new adaptive FDCE (AFDCE) algorithm based on soft-input
o i Krowedie of charnl settcs iy, =, Yock  Kalman fitring and frequency domaln iering is proposed
of IFDFI)Ep agd AFDCFI)E. pSimulation results show tr{at, coFr)npared to track and predi.ct the channel on each frequency .bin, which
to other existing IFDE and adaptive channel estimation schemes, Can exploit the time correlation between successive blocks
the proposed scheme offers lower mean-square-error (MSE) in and adaptively update the channel's AR model coefficients
channel prediction, lower bit error rate (BER) after decoding, in the absence of any a priori statistical information. Rina
and robustness to relatively fast fading channels. a block overlapping idea is adopted to implement joint IFDE
and AFDCE. Our approach is different from other work on

the subject in that:
Broadband wireless access systems offering high data rate

transmission are likely to face severe multipath fadinghwi 1) IFDE in [4], [5]_'5 first derived in the t_n_ne domaln_
delay spread extends over tens or hundreds of symbol inter- and then apprommat_ed as FDE by exploiting the cyclic
vals. OFDM is a recognized multicarrier solution to com- Pro"’e”y qf the equalizer. In cont.rast, our systgm mpdel
bat multipath effects. However, it has the drawbacks of IS set up n the frequency domaln anc_i IFDE is derived
high peak-to-average power ratio (PAPR) and sensitivity to .d'reCﬂY using rgasonable appro>.<|r_nathns. Note, IFDE
carrier-frequency offset. Single carrier (SC) transnoissiith in [6] IS a special case for vestigial side-band (VSB)
frequency-domain equalization (FDE) is an alternative ap- modulation. . .
proach, which can deliver performance similar to OFDM, with 2) Some Papers, such as [10]’.[11]' assume a tl_me—domam
essentially the same overall complexity [1]. Turbo equailon gpproach_ with soft mpyts. Dlﬁgrently, we are interested
(TE) [2], [3] is a high-performance iterative reception sofe n explorl_ng FDCE W't.h soft input to achieve lower
whereby the equalizer and decoder iteratively exchange sof computational complexity.
information to jointly exploit channel structure and codieis- Other_ Papers, such as [7], [3], [14], assume a frequency-
ture. Combining TE with FDE can yield the performance gain domain Kalman filtering approach. However, all of
with reduced computational cost compared to time- domain them. use p||lot.—sym_bol assisted CE. In contrast, we
counterparts [4]-[6]. consider deC|S|on—Q|re_cted CE, where the amplitudes
Efficient and effective channel estimation (CE) is crucial i of frequency-domgln virtual symbols are random rather
system design. For OFDM transmission, various frequency- than constant as in [7], [9], [14] .
domain channel estimation (FDCE) schemes have been proThe rest of this paper is organized as follows. Section Il
posed to track and predict either slow-fading or fast-fgdirbriefly describes the communication system model. Section |
wireless channels with or without pilot symbols, with knowrintroduces the minor modules of the proposed receiver,
or unknown channel statistic information [7]-[9]. For SGvhereas the major IFDE and AFDCE modules are detailed in
systems, time-domain channel estimation is the typical aPection IV and Section V, respectively. Section VI discgsse

I. INTRODUCTION

3)



implementation issues. Simulation results are presented o

Section VII. Section VIII concludes the paper.
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Throughout this paper, upper (lower) bold face letters will
be used for matrices (column vectorsy*, AT, A and
A~! denote the conjugate, transpose, Hermitian transpose,
and inverse ofA, respectively. We will usd for identity
matrix, §(p) for the Kronecker deltd) - || for > norm, Re(+)
for the real partC(a) denotes the circulant matrix with first
columna,D(a) for the diagonal matrix witta as its diagonal,

diag(-) for the extraction of the main diagonal of a matri, 1)
for the normalized fast Fourier transform (FFT) matrix waer
Fry = iNe—j%"kl. CN(u, 02) denotes the distribution of
circular white Gaussian noise with meanand variancer2. 2)

Il. SYSTEM MODEL

Consider coded single-carrier transmission where a bit
stream {b,,} is coded and mapped to uncorrelated finite 3)
alphabet symbolgs,,} and transmitted over a noisy linear
time-varying multipath wireless channel. The channel can b
described by a lengthy, complex-valued impulse response

{hml}N“l, where h,,; denotes the time- response to an
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Fig. 1.

Remove the IBI and restore the CP for thleprocessing
block r(¢) as in [15], and transform it to the frequency-
domain vectore /) (i) by taking the FFT.

Invert the channel in the frequency domain and generate
symbol estimate$(i). Extract the conditional probabil-
ities {p\9) (5, (4)|sn (1)) }2:01 from 5(i) by leveraging

the constellation information of (7).

Perform maximum a posteriori (MAP) decoding and
calculate the extrinsic priori probability distribution
pY) (s,,()). Output the hard bit estimafg(i) at the last
iteration.

Update the mears")(i) and variancewv

(i) using
()

impulse applied at time—I. The complex-valued observations

{r,} are given by

N}L_l
E hn,lsn—l + Unp,
=0

™ =

@)

Pexi(8n (7)) for the next round of equalization.

5) Feeds" (i) and v\’ (i) into the channel estimator to
smooth the current estimates and predict the channel for
the next block.

Since steps 1-5 can be repeated several times for the same

where {u,} ~ CN(0, 02). symbol block, we use su.persgriptto denote iteration index.
For our joint IFDE and AFDCE scheme, we adopt block! ' LOGMAP [16] algorithm is employed to perform MAP
wise processing with FFT block lengfki and effective output dECOd'”Q- We now des_crlbe th_e IFDE (step 2) and AFDCE
length N,. For a very underspread channel (i.£7, x Nj, < (step 5) in detail. More information about steps 1, 3 and 4 can
1, where/,, T, denotes Doppler spread normalized by samplifg found in 3], [6], [15].
frequency), it is common to assume that the channel is ivari
ant within a block and varying across blocks. Therefore, we
can define the block-based quantiti$i) = 7;n,+n, Sn(i) =
SiNg+n» u"(i) = UiNg+n» and hl(l) = hiNd+ﬂ,l' Their
vector counterparts ang(i) := [ro(i),. .. ,rN_l(i)]%, s(i) :
[s0(i), - sn—1()]", w(@) = [uo(i),...,un-1(i)]", and
h(i) = [ho(i),...,hN,_1(i),0,---,0]T. Thus, the signal
received during thé-th block can be expressed as

ul! + " (i) sn-i(i)

=0

IV. I TERATIVE FREQUENCY DOMAIN EQUALIZATION

For notational brevity, the iteration index will be sup-
pressed in the sequel. Assuming perfect IBI cancellatiah an
CP restoration, the time-domain system model can be rewritt
in matrix form as

y(i) = C (h(i))s(i) + u(d), ®3)

where y(i) [yo(7),...,yn—1(7)]. Taking the discrete
Fourier transform (DFT) on both sides of (3), we obtain

Nj—1 , 0Sn<N,—1, x(i) = G(i)t(i) + w(i), (4)
(i) =4 + Z ha(i)s<n—i>y (i = 1) wherex(i),t(i) andw(i) denote DFTs oly(i),s(i) andu(s),
= respectively. Meanwhileg(i)=v/NFh(i), G(i) = D (g(i)),

andw(i) ~ CN(0,021). We refer to the elements it(i) as

Np—1<n< N, X X
virtual subcarriers

ulh + 7 h(i)sni(i),
=0

(2) Denoting the mean and variance &fi) by s(i) andv;(4),
where < n >y denotesn modulo N and {r,(i)}Y";? respectively, it follows that
contains inter-block interference (IBI) fros (i — 1). _ ) o
t(i) = E[t@)] = Fs(i), (5)
IIl. RECEIVERSTRUCTURE Ru(i) = E [(t(z‘) . E[t(i)]) (t(i) . E[t(z‘)])H]
Fig. 1 illustrates the block diagram for the reception of _ FD(vs(i))FH, (6)
SC transmission without cyclic prefix (CP). The receiver wil . o
restore transmitted bits through following steps. Ry (i) == D (diag (FD (vs(i) F )) : (1)



To simplify the equalization task, we choose to approximateFDCE to achieve robust performance over a wide Doppler
(6) by (7). This is a practically reasonable approximatamg spread range.

when all the elements of(¢) are independent and identically . o
distributed (i.i.d), thenRe; (i) = Re: (7). Note that the approx- A+ Frequency Domain Soft Input Channel Estimation

imate linear estimation (APPLE) algorithm proposed in [8], In order to exploit the soft outputs of IFDE, we treat the

is a special case of our approximation, wheg; (i) = I. transmitted symbok (7<) as partially known and write it as:
With (i) and Ry (i) as priors, the minimum mean square N .

error (MMSE) estimate of(i) is given by [17] s (i) = 5k (0) + 5k (0), (16)

i) = 10) & Bor (D GH (DR N GG 8 wheresy (7) is random variation around knové (i) with zero
() = 20) + Ru())G™ () R (2(0) @8@). ® mean and variance;, (i). We assume thakE[sy(7)5,1, (¢ +

N\ T . H /-
Reo = G(i)Ru()G" (i) + oy, L ©) q)*] = wvs,(i)d,0,. Notice that the virtual subcarrier vector
Denoting v,(i) = diag (Res(i)), it can be shown that t(?) IS the DFT ofs(i). Therefore,
alll thﬁflemgnts ine (i) are identigally equal tay(i) = te(i) = T(i) + (i), (17)
N 2on—o Us, (i), SO thatRy (i) = v.(i)I. Therefore thekth - o ) )
element ofé(i) can be written as wheret, (i) is given in (5) and(3) is a random variable with
N zero mean and varianag(i). Consistent with approximation
(i) = B0(i) + —2 DDy @), 0 (7), we asSUMELk(i)Ekrp(i + )] = ui()3,0
ve(1)|gk (9)? + 0F, For a wide-sense stationary uncorrelated scattering (WS-
b (i) SUS) channel, and taking the above decomposition6f)

(10) into consideration, we can formulate the state space model f
Next, we sets(i) = F~'t(i). Assuming that the symbol the k-th frequency bin as
estimation error has a Gaussian distribution,

L N 1  (8n (1) = unyis)? (i) = g ()t(i) +14g (1)ie(i) +wi(i), (19)
p(8n(d)[sn(i) = 8) = ———=exp | ——F5— |, Tkt 19, (Wtk(2) 21 g, (1)1k(2) +wi(2),
wo2 Tnis ) . . . .
1y Whereg, i) = [gu(i). gu(i 1), gu(i= M+ DI, (1) =
(11) [71(2),0,- -+, 017, and (i) ~ CN(0,02, ). Also i, denotes
Un,is = E{8,(1)[s0(7) = s}, (12) a lengthd/ vector with 1 in the kth position and zeros
02 110 = var {3, (i) |5 (i) = 5}, (13) elsewhere, and
wheres € S and whereS denotes the symbol alphabet set. a1 @y - am-1 Q|
Furthermoreu,, ; s ando—?m’s can be calculated as 1 0 . 0
_ .. N-1 A= .. - (20)
. S —Spl2 . . 0 1 . . 0 |>
Unis = Sn(i)+ T() ];J by (1) gx (1), (14) : — § '
, 1 N1 , , , L0 0 .- 1 0 |
L= = by (i ()]0, () +0y,), (15 - .
s N kz:;) e @F (gD Tn(@) + o), (19) where{q;}4, are the AR model coefficients. Given the chan-
o ) . nel statistics {a;};2, and o2, can be obtained by applying
whereo, (i) = « X grp Vs (0)- the extended Yule-Walker method, and it can be shown that
V. ADAPTIVE FREQUENCYDOMAIN CHANNEL the AR coefficients are the same for all the
ESTIMATION Let us denotevy (i) = gx(i)tx (i) + wi (i) as the combina-

H')onal noise term. Then we can show that(i) is also zero

Conventional approaches to channel estimation rely on pi . : . ;
bb yon p mean noise, as, (i), but with different variance. In fact,

symbols [12]-[14] or hard-decided symbols [8]. As shown i
[10], [11], the soft output of a turbo equalizer can be exeldi v, (i) = E[vy(i)] = Elgx (i)t (i) + wi(i)] = 0, (21)
to improve CE performance. Therefore we propose a two- Np—1

stage soft-input channel estimator which can take advantag . —E[v;(i)v}, (i + q)]=(v; (i) 0 +02)6,0,. (22)
of soft outputs from a IFDE and combat the error propagation"'( ) a ( ; & ) m
effect. In the first stage, an/-order soft-input Kalman filter . . . _
is adopted to estimate each frequency bin of the chanrll_é?re we made the assumption tlh (i)hi,(i + q)] =

independently. Later, frequency-domain filtering is apgblto 73, Jo(2m N faTs)0p, where Jo() is the zero-th order Bessel

refine the channel estimates. This two-stage approach éléllﬂcuon' Therefore (18) and (19) can be rewritten as:

achieve a good tradeoff between performance and complexity g,(i) = Ag, (i—1)+mn,/(i), (23)
In addition, an adaptive filter similar to [9] is adopted to g ()u(i) + vk (i) (24)
estimate the AR model coefficients for the Kalman filter. It L g\ R

can dynamically track the channel statistics and enable thdt follows naturally that the Kalman filtering process can be

(1)



carried out iteratively through:

N
Ri:ARi_1+ Zg (i—Dg (i —1), (35)
9, (i +1|Xp) = Agk(i|Xk,i) (25) k=0
gk(i‘Xk’i) = gk(‘|Xhi 1) + ex(0)gyq (26) Rcross,i = /\Rcross,i 1+ N Qk i—1).(36)
ex(i) = wx (i) — T (i)i1 g, (| X i) (27) k=0

@ i=Pr i1t () 41 (Fe ()i Py j—1iati(6) + o2, (1)) (28) Finally the variance of the driving noisg, (i) is estimated
Priv1i=A(T - qk,ifk( i)ty )Pk,iliflAT"’D( nm)’ (29) through

" . AN AHa
where iy, i= B[ex(i + eili+ D], ecli +1) = ’{kz(z) = g'i(;) “g,G-0. (37)
g, (i+1)—9,(i+1X,), ando? = [02 ,),0,---,0]". Ones = A0+ (1= N (i) (i) (38)

Xk ; denotes the set of all observat|ons up to ikl block, V1. I MPLEMENTATION DESCRIPTION
namely,Xk,Z ={z(y )}]:0
A. Block Overlapping

B. Frequency Domain Filterin . . . :
g y g As mentioned in [6], due to causal channel dispersion and

The proposed channel estimator works efficiently, sinceliick of CP, the symbols near the end of the block contribute
decouples the whole CE task into tracking each frequeniiftle energy to the observation. As a result, these symbols
bin and makes full use of all past data through Kalmaare prone to estimation errors. Though the CP restoration
filtering. However, additional estimation error may persise procedure attempts to mitigate this problem, the procedure
to ignorance of the fact that elements gffi) are correlated. itself makes use of end-of-block symbol estimates whidrdai
Therefore, we refine the channel estimates by leveraging dwnverge to reliable values. In addition, the symbol estma
known correlation structure that results whah < N. near the beginning of the block are contaminated by both

If g(i|X;) == [go(i|Xo.4), G1(i|X14), -+, gn—1(i|Xn—14)]T, IBI cancellation and CP restoration, due to imperfect CE and
then we can estimatg(i) by constrained least-squares asymbol estimation. Therefore the block overlapping teghei

follows, shown in Fig. 2 is employed to avoid those unreliable teveati
Ao . LA 112 symbol estimates. For each block, oy, (out of N) symbol
9(i) = g(0)espan(Faxn,) I'9() — gl %) | (30)  gstimates (show in grey) are retained as final estimates. As a
Ny result, the channel estimator must also work on overlapped
= Funxn Fliyn,01%). (31) o

blocks accordingly. More precisely, the channel equalizer
Overall, (31) is equivalent to a frequency-domain filteror and estimator are combined in the following manner: First,
eration, which first transforms the frequency domain chbhnng;(i — 1) in 3(¢ — 1) is detected and output to the queue.
estimates into the time domain, then sets the coefficiertts wMeanwhile, part of it is fed back to block(i — 2) in order to
index larger thanN;, — 1 equal to zero, and finally trans-update channel estimaggi — 2) and then predicg(:). Then

forms it back to the frequency domain. Denddi|X;) := (i) is estimated based o@(i) and 3,(i) is output to the
[go(“XOi)agl(”XLi% Gy (XN )]F and G(i) := queue. Similarly, part oB,(i) is fed back to blocks(i — 1)
19,(1),8, (i), 7QN71(Z)]T Then channel estimates in (26){0 update channel estimaggi — 1) and then predic§(i+1).
can be refmed by Through this interactive process, the receiver can achiewe
. superior BER and MSE performance as shown in Section VII.
G(i) = Fnun, Fin, Gil X)) (32)

C. Adaptive Tracking of AR Model Coefficients Offset N4

T —
When the Doppler spread of the channel is unknown or g(f,(lzjn L 8ai=1) |

varying over time, we can estimate the AR model coefficiexits 2) | R g0)
by tracking the channel statistics. As we can see from (18) s L1 s ] |
gi-1) | /
and (20), N , s(i-1) [ SN 40
ge(i) = o g, (i — 1) + ni(i), (33) i) | CmelT
where a = [, aa,--+ ,ap]. Based on the Yule-Walker [ 5G—1 | 5a() | 8aG+1D) |
equations, for a stationary channel it is easy to show: Fig. 2. The frame-overlapping scheme.

afl = RCT‘OSS,iR;17 Un =R, (0 0) — aHRiOé,

Ri = E{Qk(z)ng(Z)}7 RCT’OSS,’L - E{gk(Z + 1)25(2)}

Similar to [9], we compute (34) by recursively estimating Table | summarizes the major steps involved in joint IFDE

R.,,ss,; and R; using an exponential window with forgettingand AFDCE. For notational brevity, the block indexis

factor \, as follows. suppressed in the sequel except vjth G and P;,. The DFT
operator stands for the Discrete Fourier Transform.

(34) B. Algorithm Summary



TABLE |
JOINT IFDE AND AFDCE ALGORITHM

Iterative Frequency Domain Equalization

Input:

[Z/O yN—l]T' [p(So) o T

- p(sn-1)I", o3

Initialization:
[130 fol]T - DFT[}JO ;nyl]T

[go - gN—l]T — DFT[hQ hN,L—l le(Nho)]T

Pre-equalization:

compute[S -+ 5x—1]7 and[vg, - vsy_,)”
1 N-1

Ut =N Zn:o Us,,

Equalization:

ﬁo fol]T — DFT[go ngl]T
b =1t + W(l‘k *Agk%k) ) vk
[§0 e §N_1]T — DFT_I[tQ e tN_ﬂT

Post-equalization:
CompUtE[p(§0|So = S) v p(éN_1|sN_1 = S)]T

Adaptive Frequency Domain Channel Estimation

Channel estimate update and refinement:

2 _ Np—1 2 2
Ovp = Ut Zl::IO O;hl ; Ow .
g = P i—1liiy (tpiy Pri1iily, + 02, )"

R

er = T — tpy 9.,
Qk,i = gk1 gy, Gi= [go,i’gu’ T ’QN—l,i]
N I . R “
Qi:FNXNhFNXN;LQi’ gk’i+1 :Agk

. _ I o
Py = A(l— qtyi] )P 1A + D(Uzlk->

T

AR model coefficient update:
I I 1—X N—-1 ~ ~H
R=) R+ &2 ~ )Re ( k=0 gk’iilgkﬂ_il)

Rcross = /\Rcross + (1]:?) Re (Ziv:_()l gkﬁng,ifl)

52 = A62, + (1 — Nk}

VII. SIMULATION RESULT

In this section, we assess the performance of a receié@?
employing the proposed joint IFDE and AFDCE scheme.

A. System Parameter

B. Performance Assessment

First, we compare the proposed IFDE plus AFDCE with
the LMS.SCE algorithm suggested by Morelli, Sanguinetti
and Mengali in [18]. Three different versions of AFDCE
are tested: in ASKCE, we use adaptive soft-input Kalman-
filter-based CE (KCE), where the inputs to the Kalman filter
are the mean and variance of the virtual subcarrier symbols
t; in AHKCE, we use adaptive hard-input KCE, where the
inputs to the Kalman filter are hard-decided virtual sulearr
symbolst and the variance is set @ in ASHKCE, we use
a hybrid of ASKCE and AHKCE which alternates between
soft-input and hard-input mode depending on the approxamat
estimation error variance,. Whenv; is above a threshold (set
to 0.1 in our simulations), the algorithm works in AHKCE
mode, while otherwise it works in the ASKCE mode. For
LMS_SCE, we use stepsize = 0.1 when f;7s = 0.00001
and p = 0.5 when f;T, = 0.00005. Our choice ofy is
based on empirical observations, since no optimal choice of
1 was specified in [18]. We compare the steady-state BER
and MSE performances in Fig. 3 and Fig. 4, respectively. It
can be seen that AHKCE and ASHKCE achieve better per-
formance than LMSSCE at all SNRs, where the performance
difference increases af;T, increases. This means that our
proposed AFDCE scheme is more capable at tracking fast-
fading channels than LMSCE. In addition, both AHKCE and
ASHKCE perform within1dB of the case that the channel is
perfectly known. Though ASKCE does not perform well in the
low-SNR regime, it performs slightly better than AHKCE in
the high-SNR regime. ASHKCE combines the good features
of both ASKCE and AHKCE, and thereby achieves the best
performance among the algorithms.

In Fig. 5, we compare the dynamic tracking performance
of ASKCE with an adaptive step-size version of LMEE,
using a channel in whictf;7; = 0.00001 for the first51200
symbols andf,; T = 0.00005 for the last51200 symbols. Dur-
ing the intermediate phase (i.e., the middie200 symbols),
channel smoothly transitioned between the two Doppler
requencies. Fig. 5 shows that ASKCE achieves lower MSE
than (adaptive-stepsize) LMSCE and that ASKCE demon-
strates the ability to adapt to dynamic channel conditiohigen
maintaining robust BER performance.

We consider a SC non-CP system, where an informationginally, we compare the channel equalization performance

sequence is encoded with code generafdD) = (1 +

of our proposed IFDE algorithm with Tuchler and Hagenauer’s

D?,1+ D + D?) and mapped to quaternary PSK (QPSKAppLE/MF algorithm from [4], [5]. Fig. 6 shows that our pro-

symbols through Gray mapping. The time-varying channel jsed IFDE plus ASHKCE scheme outperforms APPLE/MF
simulated using Jakes’ model with delay spreig = 128 p|ys ejther AHKCE or ASKCE.

and constant power profilfs? = N%,l =0,1,--- , N — 1}.
Our normalized Doppler spread g, € {0.00001,0.00005}, VIII. CONCLUSION

which corresponds to a single-sided Doppler frequencyagbre In this paper, a joint FDE and CE receiver design for
fp € {100,500}Hz with sampling ratel’;”! = 10MHz. At the reception of SC non-CP transmission was proposed. In
the receiver side, the system parameters are séVas:512, particular, we detailed an improved IFDE algorithm based on
Offset= 50, N; = 256, M = 2, maximum iteration number frequency-domain turbo equalization, and proposed a novel
Niter = 5. The first transmitted block is known as theAFDCE with robustness to fast fading. Simulation resultssh
pilot block and used to initialize the channel estimatoll Athat the proposed IFDE-plus-AFDCE scheme demonstrates
the simulation results were obtained by averaging oM#r good performances in both stationary and non-stationaap-ch
independent experiments 61200 consecutive symbols. nels while maintaining low complexity as a consequence of
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Fig. 3. BER versus SNR at steady state.
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Fig. 4. MSE versus SNR at steady state.

frequency domain equalization. Due to the adaptive capabil
ities of our AFDCE, it is applicable to situations where thel®

channel statistics are unknown or difficult to estimate. figee

analytical insights into the convergence behavior of AFDCEO]

will be the subject of future work.
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