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Abstract— Compared to the conventional time-domain meth-
ods, frequency-domain equalization (FDE) and frequency-domain
channel estimation (FDCE) present computationally-efficient
methods for the reception of single carrier (SC) transmissions.
In this paper, we consider iterative FDE (IFDE) with explicit
FDCE for non-cyclic-prefixed SC systems. First, an improved
IFDE algorithm is presented based on soft iterative interference
cancellation. Second, a new adaptive FDCE (AFDCE) algorithm
based on per-tone Kalman filtering is proposed to track and
predict the frequency-domain channel coefficients. The AFDCE
algorithm employs across-tone noise reduction, exploits time-
correlation between successive blocks, and adaptively updates
the auto-regressive (AR) model coefficients, bypassing the need
for priori knowledge of channel statistics. Finally, a block
overlapping idea is proposed which facilitates the joint operation
of IFDE and AFDCE. Simulation results show that, compared
to other existing IFDE and adaptive channel estimation schemes,
the proposed scheme offers lower mean-square-error (MSE) in
channel prediction, lower bit error rate (BER) after decoding,
and robustness to relatively fast fading channels.

I. I NTRODUCTION

Broadband wireless access systems offering high data rate
transmission are likely to face severe multipath fading, with
delay spread extends over tens or hundreds of symbol inter-
vals. OFDM is a recognized multicarrier solution to com-
bat multipath effects. However, it has the drawbacks of
high peak-to-average power ratio (PAPR) and sensitivity to
carrier-frequency offset. Single carrier (SC) transmission with
frequency-domain equalization (FDE) is an alternative ap-
proach, which can deliver performance similar to OFDM, with
essentially the same overall complexity [1]. Turbo equalization
(TE) [2], [3] is a high-performance iterative reception scheme
whereby the equalizer and decoder iteratively exchange soft
information to jointly exploit channel structure and code struc-
ture. Combining TE with FDE can yield the performance gain
with reduced computational cost compared to time- domain
counterparts [4]–[6].

Efficient and effective channel estimation (CE) is crucial in
system design. For OFDM transmission, various frequency-
domain channel estimation (FDCE) schemes have been pro-
posed to track and predict either slow-fading or fast-fading
wireless channels with or without pilot symbols, with known
or unknown channel statistic information [7]–[9]. For SC
systems, time-domain channel estimation is the typical ap-

proach [10], [11], while FDCE is mostly based on known pilot
symbols [12]–[14]. Furthermore, it has been observed that
improved channel estimates may be obtained by incorporating
soft information fed back from the decoder rather than hard
symbol estimates [10], [11].

In this paper, we propose a new joint channel-estimation and
equalization scheme for the reception of SC transmission over
wireless channels with relatively fast fading and long delay
spread. First, an improved iterative FDE (IFDE) algorithm
is presented based on a frequency domain TE idea. Then, a
new adaptive FDCE (AFDCE) algorithm based on soft-input
Kalman filtering and frequency domain filtering is proposed
to track and predict the channel on each frequency bin, which
can exploit the time correlation between successive blocks
and adaptively update the channel’s AR model coefficients
in the absence of any a priori statistical information. Finally,
a block overlapping idea is adopted to implement joint IFDE
and AFDCE. Our approach is different from other work on
the subject in that:

1) IFDE in [4], [5] is first derived in the time domain
and then approximated as FDE by exploiting the cyclic
property of the equalizer. In contrast, our system model
is set up in the frequency domain and IFDE is derived
directly using reasonable approximations. Note, IFDE
in [6] is a special case for vestigial side-band (VSB)
modulation.

2) Some papers, such as [10], [11], assume a time-domain
approach with soft inputs. Differently, we are interested
in exploring FDCE with soft input to achieve lower
computational complexity.

3) Other papers, such as [7], [9], [14], assume a frequency-
domain Kalman filtering approach. However, all of
them use pilot-symbol assisted CE. In contrast, we
consider decision-directed CE, where the amplitudes
of frequency-domain virtual symbols are random rather
than constant as in [7], [9], [14] .

The rest of this paper is organized as follows. Section II
briefly describes the communication system model. Section III
introduces the minor modules of the proposed receiver,
whereas the major IFDE and AFDCE modules are detailed in
Section IV and Section V, respectively. Section VI discusses



implementation issues. Simulation results are presented in
Section VII. Section VIII concludes the paper.

Throughout this paper, upper (lower) bold face letters will
be used for matrices (column vectors).A∗, AT , AH and
A−1 denote the conjugate, transpose, Hermitian transpose,
and inverse ofA, respectively. We will useI for identity
matrix, δ(p) for the Kronecker delta,‖ · ‖ for l2 norm, Re(·)
for the real part,C(a) denotes the circulant matrix with first
columna,D(a) for the diagonal matrix witha as its diagonal,
diag(·) for the extraction of the main diagonal of a matrix,F

for the normalized fast Fourier transform (FFT) matrix where
Fk,l = 1√

N
e−j 2π

N
kl. CN(µ, σ2) denotes the distribution of

circular white Gaussian noise with meanµ and varianceσ2.

II. SYSTEM MODEL

Consider coded single-carrier transmission where a bit
stream {bm} is coded and mapped to uncorrelated finite
alphabet symbols{sn} and transmitted over a noisy linear
time-varying multipath wireless channel. The channel can be
described by a length-Nh complex-valued impulse response
{hn,l}Nh−1

l=0 , where hn,l denotes the time-n response to an
impulse applied at timen−l. The complex-valued observations
{rn} are given by

rn =

Nh−1∑

l=0

hn,lsn−l + un, (1)

where{un} ∼ CN(0, σ2
u).

For our joint IFDE and AFDCE scheme, we adopt block-
wise processing with FFT block lengthN and effective output
lengthNd. For a very underspread channel (i.e.,fdTs×Nh ≪
1, wherefdTs denotes Doppler spread normalized by sampling
frequency), it is common to assume that the channel is invari-
ant within a block and varying across blocks. Therefore, we
can define the block-based quantitiesrn(i) = riNd+n, sn(i) =
siNd+n, un(i) = uiNd+n, and hl(i) = hiNd+ N

2
,l. Their

vector counterparts arer(i) := [r0(i), . . . , rN−1(i)]
T , s(i) :=

[s0(i), . . . , sN−1(i)]
T , u(i) := [u0(i), . . . , uN−1(i)]

T , and
h(i) := [h0(i), . . . , hNh−1(i), 0, · · · , 0]T . Thus, the signal
received during thei-th block can be expressed as

rn(i) =







u(i)
n +

n∑

l=0

hl(i)sn−l(i)

+

Nh−1∑

l=n+1

hl(i)s<n−l>N
(i− 1)

, 0 ≤ n < Nh − 1,

u(i)
n +

Nh−1∑

l=0

hl(i)sn−l(i), Nh − 1 ≤ n < N,

(2)
where < n >N denotesn modulo N and {rn(i)}Nh−2

n=0

contains inter-block interference (IBI) froms(i− 1).

III. R ECEIVER STRUCTURE

Fig. 1 illustrates the block diagram for the reception of
SC transmission without cyclic prefix (CP). The receiver will
restore transmitted bits through following steps.

Estimator

Channel

MAP
Decoder

Priori  Info.

Generator

EqualizerFFTIBI Cancellation

CP Restoration

r(i) y(j)(i) x(j)(i) p(j)(ŝn(i)|sn(i)) b̂(i)

p
(j)
ext(sn(i))

s(j)(i),v
(j)
s (i)ĝ(i + 1)s(j)(i)

Fig. 1. Receiver structure.

1) Remove the IBI and restore the CP for theith processing
block r(i) as in [15], and transform it to the frequency-
domain vectorx(j)(i) by taking the FFT.

2) Invert the channel in the frequency domain and generate
symbol estimateŝs(i). Extract the conditional probabil-
ities

{
p(j) (ŝn(i)|sn(i))

}N−1

n=0
from ŝ(i) by leveraging

the constellation information ofs(i).
3) Perform maximum a posteriori (MAP) decoding and

calculate the extrinsic priori probability distribution
p
(j)
ext(sn(i)). Output the hard bit estimatêb(i) at the last

iteration.
4) Update the means(j)(i) and variancev

(j)
s (i) using

p
(j)
ext(sn(i)) for the next round of equalization.

5) Feeds(j)(i) and v
(j)
s (i) into the channel estimator to

smooth the current estimates and predict the channel for
the next block.

Since steps 1-5 can be repeated several times for the same
symbol block, we use superscriptj to denote iteration index.
The LOGMAP [16] algorithm is employed to perform MAP
decoding. We now describe the IFDE (step 2) and AFDCE
(step 5) in detail. More information about steps 1, 3 and 4 can
be found in [3], [6], [15].

IV. I TERATIVE FREQUENCYDOMAIN EQUALIZATION

For notational brevity, the iteration indexj will be sup-
pressed in the sequel. Assuming perfect IBI cancellation and
CP restoration, the time-domain system model can be rewritten
in matrix form as

y(i) = C
(
h(i)

)
s(i) + u(i), (3)

where y(i) := [y0(i), . . . , yN−1(i)]. Taking the discrete
Fourier transform (DFT) on both sides of (3), we obtain

x(i) = G(i)t(i) + w(i), (4)

wherex(i),t(i) andw(i) denote DFTs ofy(i),s(i) andu(i),
respectively. Meanwhile,g(i)=

√
NFh(i), G(i) = D

(
g(i)

)
,

and w(i) ∼ CN(0, σ2
wI). We refer to the elements int(i) as

virtual subcarriers.
Denoting the mean and variance ofs(i) by s(i) andvs(i),

respectively, it follows that

t(i) = E[t(i)] = Fs(i), (5)

Rtt(i) = E
[(

t(i)− E[t(i)]
)(

t(i)− E[t(i)]
)H]

= F D
(
vs(i)

)
F H , (6)

R̃tt(i) := D
(

diag
(
F D

(
vs(i)

)
F H

))

. (7)



To simplify the equalization task, we choose to approximate
(6) by (7). This is a practically reasonable approximation,and
when all the elements ofs(i) are independent and identically
distributed (i.i.d), theñRtt(i) = Rtt(i). Note that the approx-
imate linear estimation (APPLE) algorithm proposed in [4],[5]
is a special case of our approximation, whereR̃tt(i) = I.

With t(i) and R̃tt(i) as priors, the minimum mean square
error (MMSE) estimate oft(i) is given by [17]

t̂(i) = t(i) + R̃tt(i)G
H(i)R−1

xx

(
x(i)−G(i)t(i)

)
, (8)

Rxx = G(i)R̃tt(i)G
H(i) + σ2

wI. (9)

Denoting vt(i) = diag
(
R̃tt(i)

)
, it can be shown that

all the elements invt(i) are identically equal tovt(i) =
1
N

∑N−1
n=0 vsn

(i), so thatR̃tt(i) = vt(i)I. Therefore thekth
element of̂t(i) can be written as

t̂k(i) = tk(i) +
vt(i)g

∗
k(i)

vt(i)|gk(i)|2 + σ2
w

︸ ︷︷ ︸

:=bk(i)

(
xk(i)− gk(i)tk(i)

)
.

(10)
Next, we setŝ(i) = F−1t̂(i). Assuming that the symbol
estimation error has a Gaussian distribution,

p(ŝn(i)|sn(i) = s) =
1

√

πσ2
n,i,s

exp

(

− (ŝn(i)− un,i,s)
2

σ2
n,i,s

)

,

(11)

un,i,s := E{ŝn(i)|sn(i) = s}, (12)

σ2
n,i,s := var{ŝn(i)|sn(i) = s}, (13)

where s ∈ S and whereS denotes the symbol alphabet set.
Furthermore,un,i,s andσ2

n,i,s can be calculated as

un,i,s = sn(i) +
s− sn(i)

N

N−1∑

k=0

bk(i)gk(i), (14)

σ2
n,i,s =

1

N

N−1∑

k=0

|bk(i)|2
(
|gk(i)|2ṽn(i) + σ2

w

)
, (15)

whereṽn(i) = 1
N

∑

k 6=n vsk
(i).

V. A DAPTIVE FREQUENCYDOMAIN CHANNEL

ESTIMATION

Conventional approaches to channel estimation rely on pilot
symbols [12]–[14] or hard-decided symbols [8]. As shown in
[10], [11], the soft output of a turbo equalizer can be exploited
to improve CE performance. Therefore we propose a two-
stage soft-input channel estimator which can take advantage
of soft outputs from a IFDE and combat the error propagation
effect. In the first stage, anM -order soft-input Kalman filter
is adopted to estimate each frequency bin of the channel
independently. Later, frequency-domain filtering is applied to
refine the channel estimates. This two-stage approach can
achieve a good tradeoff between performance and complexity.
In addition, an adaptive filter similar to [9] is adopted to
estimate the AR model coefficients for the Kalman filter. It
can dynamically track the channel statistics and enable the

AFDCE to achieve robust performance over a wide Doppler
spread range.

A. Frequency Domain Soft Input Channel Estimation

In order to exploit the soft outputs of IFDE, we treat the
transmitted symbolsk(i) as partially known and write it as:

sk(i) = sk(i) + s̃k(i), (16)

wheres̃k(i) is random variation around knownsk(i) with zero
mean and variancevsk

(i). We assume thatE[s̃k(i)s̃k+p(i +
q)∗] = vsk

(i)δpδq. Notice that the virtual subcarrier vector
t(i) is the DFT ofs(i). Therefore,

tk(i) = tk(i) + t̃k(i), (17)

wheret̄k(i) is given in (5) and̃tk(i) is a random variable with
zero mean and variancevt(i). Consistent with approximation
in (7), we assumeE[t̃k(i)t̃k+p(i + q)∗] = vt(i)δpδq.

For a wide-sense stationary uncorrelated scattering (WS-
SUS) channel, and taking the above decomposition oftk(i)
into consideration, we can formulate the state space model for
the k-th frequency bin as

g
k
(i) = Ag

k
(i− 1) + η

k
(i), (18)

xk(i) = iH
1 g

k
(i)t̄k(i) + iH

1 g
k
(i)t̃k(i) + wk(i), (19)

whereg
k
(i) = [gk(i), gk(i−1), · · · , gk(i−M +1)]T , η

k
(i) =

[ηk(i), 0, · · · , 0]T , and ηk(i) ∼ CN(0, σ2
ηk

). Also ik denotes
a length-M vector with 1 in the kth position and zeros
elsewhere, and

A =












α1 α2 · · · αM−1 αM

1 0
. ..

. .. 0

0 1
. ..

. .. 0
...

.. .
. ..

. ..
...

0 0 · · · 1 0












, (20)

where{αl}Ml=1 are the AR model coefficients. Given the chan-
nel statistics,{αl}Ml=1 and σ2

ηk
can be obtained by applying

the extended Yule-Walker method, and it can be shown that
the AR coefficients are the same for all thek.

Let us denotevk(i) = gk(i)t̃k(i) + wk(i) as the combina-
tional noise term. Then we can show thatvk(i) is also zero
mean noise, aswk(i), but with different variance. In fact,

v̄k(i) = E[vk(i)] = E[gk(i)t̃k(i) + wk(i)] = 0, (21)

σ2
vk(i)=E[vk(i)v∗

k+p(i + q)]=
(
vt(i)

Nh−1∑

l=0

σ2
hl

+ σ2
w

)
δpδq. (22)

Here we made the assumption thatE[hl(i)hl+p(i + q)] =
σ2

hl
J0(2πNfdTsq)δp, whereJ0() is the zero-th order Bessel

function. Therefore (18) and (19) can be rewritten as:

g
k
(i) = Ag

k
(i− 1) + η

k
(i), (23)

xk(i) = iH
1 g

k
(i)t̄k(i) + vk(i). (24)

It follows naturally that the Kalman filtering process can be



carried out iteratively through:

ĝ
k
(i + 1|Xk,i) = Aĝ

k
(i|Xk,i) (25)

ĝ
k
(i|Xk,i) = ĝ

k
(i|Xk,i−1) + ek(i)qk,i (26)

ek(i) = xk(i)− t̄k(i)iH
1 ĝ

k
(i|Xk,i−1) (27)

qk,i=P k,i|i−1t̄k(i)∗i1
(
t̄k(i)iH

1 P k,i|i−1i1t̄
∗
k(i) + σ2

vk(i)

)−1(28)

P k,i+1|i=A(I− qk,it̄k(i)iH
1 )P k,i|i−1A

T+D(σ2
ηk,i

), (29)

where P k,i+1|i := E
[
εk(i + 1)εk(i + 1)H

]
, εk(i + 1) :=

g
k
(i + 1) − ĝ

k
(i + 1|Xk,i), and σ2

ηk,i
= [σ2

ηk(i), 0, · · · , 0]T .
Xk,i denotes the set of all observations up to thei-th block,
namely,Xk,i = {xk(j)}ij=0.

B. Frequency Domain Filtering

The proposed channel estimator works efficiently, since it
decouples the whole CE task into tracking each frequency
bin and makes full use of all past data through Kalman
filtering. However, additional estimation error may persist due
to ignorance of the fact that elements ofg(i) are correlated.
Therefore, we refine the channel estimates by leveraging the
known correlation structure that results whenNh < N .

If ĝ(i|Xi) := [ĝ0(i|X0,i), ĝ1(i|X1,i), · · · , ĝN−1(i|XN−1,i)]
T ,

then we can estimateg(i) by constrained least-squares as
follows,

ĝ(i) := min
ĝ(i)∈span(F N×Nh

)
‖ ĝ(i)− ĝ(i|Xi) ‖2 (30)

= F N×Nh
F H

N×Nh
ĝ(i|Xi). (31)

Overall, (31) is equivalent to a frequency-domain filteringop-
eration, which first transforms the frequency domain channel
estimates into the time domain, then sets the coefficients with
index larger thanNh − 1 equal to zero, and finally trans-
forms it back to the frequency domain. DenotêG(i|Xi) :=
[ĝ

0
(i|X0,i), ĝ1

(i|X1,i), · · · , ĝN−1
(i|XN−1,i)]

T and Ĝ(i) :=

[ĝ
0
(i), ĝ

1
(i), · · · , ĝ

N−1
(i)]T . Then channel estimates in (26)

can be refined by

Ĝ(i) = F N×Nh
F H

N×Nh
Ĝ(i|Xi). (32)

C. Adaptive Tracking of AR Model Coefficients

When the Doppler spread of the channel is unknown or
varying over time, we can estimate the AR model coefficients
by tracking the channel statistics. As we can see from (18)
and (20),

gk(i) = αHg
k
(i− 1) + ηk(i), (33)

where α = [α1, α2, · · · , αM ]H . Based on the Yule-Walker
equations, for a stationary channel it is easy to show:

αH = Rcross,iR
−1
i , σ2

η = Ri(0, 0)−αHRiα,

Ri = E{g
k
(i)gH

k
(i)}, Rcross,i = E{gk(i + 1)gH

k
(i)}. (34)

Similar to [9], we compute (34) by recursively estimating
Rcross,i andRi using an exponential window with forgetting
factor λ, as follows.

R̂i = λR̂i−1 +
(1− λ)

N

N−1∑

k=0

ĝ
k
(i− 1)ĝH

k
(i− 1), (35)

R̂cross,i = λR̂cross,i−1 +
(1− λ)

N

N−1∑

k=0

ĝk(i)ĝH

k
(i− 1). (36)

Finally the variance of the driving noiseηk(i) is estimated
through

η̂k(i) = ĝk(i)− α̂H ĝ
k
(i− 1), (37)

σ̂2
ηk,i

= λσ̂2
ηk,i−1

+ (1− λ)η̂k(i)η̂∗
k(i). (38)

VI. I MPLEMENTATION DESCRIPTION

A. Block Overlapping

As mentioned in [6], due to causal channel dispersion and
lack of CP, the symbols near the end of the block contribute
little energy to the observation. As a result, these symbols
are prone to estimation errors. Though the CP restoration
procedure attempts to mitigate this problem, the procedure
itself makes use of end-of-block symbol estimates which fail to
converge to reliable values. In addition, the symbol estimates
near the beginning of the block are contaminated by both
IBI cancellation and CP restoration, due to imperfect CE and
symbol estimation. Therefore the block overlapping technique
shown in Fig. 2 is employed to avoid those unreliable tentative
symbol estimates. For each block, onlyNd (out of N ) symbol
estimates (show in grey) are retained as final estimates. As a
result, the channel estimator must also work on overlapped
blocks accordingly. More precisely, the channel equalizer
and estimator are combined in the following manner: First,
ŝd(i − 1) in ŝ(i − 1) is detected and output to the queue.
Meanwhile, part of it is fed back to block̂s(i− 2) in order to
update channel estimatêg(i− 2) and then predict̂g(i). Then
ŝ(i) is estimated based on̂g(i) and ŝd(i) is output to the
queue. Similarly, part of̂sd(i) is fed back to block̂s(i − 1)
to update channel estimatêg(i− 1) and then predict̂g(i+1).
Through this interactive process, the receiver can achievethe
superior BER and MSE performance as shown in Section VII.
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ĝ(i− 2)
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ĝ(i + 1)

Offset
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Fig. 2. The frame-overlapping scheme.

B. Algorithm Summary

Table I summarizes the major steps involved in joint IFDE
and AFDCE. For notational brevity, the block indexi is
suppressed in the sequel except withĝ

k
, Ĝ andP k. The DFT

operator stands for the Discrete Fourier Transform.



TABLE I

JOINT IFDE AND AFDCE ALGORITHM

Iterative Frequency Domain Equalization
Input:
[y0 · · · yN−1]

T , [p(s0) · · · p(sN−1)]
T , σ2

w

Initialization:
[x0 · · · xN−1]

T ← DFT[y0 · · · yN−1]
T

[g0 · · · gN−1]
T ← DFT[ĥ0 · · · ĥNh−1 01×(N−Nh)]

T

Pre-equalization:
compute[s0 · · · sN−1]

T and [vs0
· · · vsN−1

]T

vt = 1
N

∑N−1
n=0 vsn

Equalization:
[t0 · · · tN−1]

T ← DFT[s0 · · · sN−1]
T

t̂k = tk +
vtg

∗

k

vt|gk|2+σ2
w

(xk − gktk) ∀k
[ŝ0 · · · ŝN−1]

T ← DFT−1[t̂0 · · · t̂N−1]
T

Post-equalization:
compute[p(ŝ0|s0 = s) · · · p(ŝN−1|sN−1 = s)]T

Adaptive Frequency Domain Channel Estimation
Channel estimate update and refinement:
σ2

vk
= vt

∑Nh−1
l=0 σ2

hl
+ σ2

w

qk = P k,i−1tki1(tkiH
1 P k,i−1i1t

∗
k + σ2

vk
)−1

ek = xk − tkiH
1 ĝ

k,i

ĝ
k,i

= ĝ
k,i

+ ekqk, Ĝi := [ĝ
0,i

, ĝ
1,i

, · · · , ĝ
N−1,i

]T

Ĝi = F N×Nh
F H

N×Nh
Ĝi, ĝ

k,i+1
= Âĝ

k,i

P k,i = Â(I− qktkiH
1 )P k,i−1Â

T
+D(σ̂2

ηk
)

AR model coefficient update:

R̂ = λR̂ + (1−λ)
N

Re
(
∑N−1

k=0 ĝ
k,i−1

ĝH

k,i−1

)

R̂cross = λR̂cross + (1−λ)
N

Re
(
∑N−1

k=0 ĝk,iĝ
H

k,i−1

)

αH = R̂crossR̂
−1

η̂k = ĝk,i+1 − α̂H ĝ
k,i

σ̂2
ηk

= λσ̂2
ηk

+ (1− λ)η̂kη̂∗
k

VII. S IMULATION RESULT

In this section, we assess the performance of a receiver
employing the proposed joint IFDE and AFDCE scheme.

A. System Parameter

We consider a SC non-CP system, where an information
sequence is encoded with code generatorG(D) = (1 +
D2, 1 + D + D2) and mapped to quaternary PSK (QPSK)
symbols through Gray mapping. The time-varying channel is
simulated using Jakes’ model with delay spreadNh = 128
and constant power profile{σ2

l = 1
Nh

, l = 0, 1, · · · , Nh − 1}.
Our normalized Doppler spread isfdTs ∈ {0.00001, 0.00005},
which corresponds to a single-sided Doppler frequency spread
fD ∈ {100, 500}Hz with sampling rateT−1

s = 10MHz. At
the receiver side, the system parameters are set as:N = 512,
Offset= 50, Nd = 256, M = 2, maximum iteration number
Niter = 5. The first transmitted block is known as the
pilot block and used to initialize the channel estimator. All
the simulation results were obtained by averaging over100
independent experiments of51200 consecutive symbols.

B. Performance Assessment

First, we compare the proposed IFDE plus AFDCE with
the LMS SCE algorithm suggested by Morelli, Sanguinetti
and Mengali in [18]. Three different versions of AFDCE
are tested: in ASKCE, we use adaptive soft-input Kalman-
filter-based CE (KCE), where the inputs to the Kalman filter
are the mean and variance of the virtual subcarrier symbols
t; in AHKCE, we use adaptive hard-input KCE, where the
inputs to the Kalman filter are hard-decided virtual subcarrier
symbolst̂ and the variance is set to0; in ASHKCE, we use
a hybrid of ASKCE and AHKCE which alternates between
soft-input and hard-input mode depending on the approximate
estimation error variancevt. Whenvt is above a threshold (set
to 0.1 in our simulations), the algorithm works in AHKCE
mode, while otherwise it works in the ASKCE mode. For
LMS SCE, we use stepsizeµ = 0.1 when fdTs = 0.00001
and µ = 0.5 when fdTs = 0.00005. Our choice ofµ is
based on empirical observations, since no optimal choice of
µ was specified in [18]. We compare the steady-state BER
and MSE performances in Fig. 3 and Fig. 4, respectively. It
can be seen that AHKCE and ASHKCE achieve better per-
formance than LMSSCE at all SNRs, where the performance
difference increases asfdTs increases. This means that our
proposed AFDCE scheme is more capable at tracking fast-
fading channels than LMSSCE. In addition, both AHKCE and
ASHKCE perform within1dB of the case that the channel is
perfectly known. Though ASKCE does not perform well in the
low-SNR regime, it performs slightly better than AHKCE in
the high-SNR regime. ASHKCE combines the good features
of both ASKCE and AHKCE, and thereby achieves the best
performance among the algorithms.

In Fig. 5, we compare the dynamic tracking performance
of ASKCE with an adaptive step-size version of LMSSCE,
using a channel in whichfdTs = 0.00001 for the first51200
symbols andfdTs = 0.00005 for the last51200 symbols. Dur-
ing the intermediate phase (i.e., the middle51200 symbols),
the channel smoothly transitioned between the two Doppler
frequencies. Fig. 5 shows that ASKCE achieves lower MSE
than (adaptive-stepsize) LMSSCE and that ASKCE demon-
strates the ability to adapt to dynamic channel conditions while
maintaining robust BER performance.

Finally, we compare the channel equalization performance
of our proposed IFDE algorithm with Tuchler and Hagenauer’s
APPLE/MF algorithm from [4], [5]. Fig. 6 shows that our pro-
posed IFDE plus ASHKCE scheme outperforms APPLE/MF
plus either AHKCE or ASKCE.

VIII. C ONCLUSION

In this paper, a joint FDE and CE receiver design for
the reception of SC non-CP transmission was proposed. In
particular, we detailed an improved IFDE algorithm based on
frequency-domain turbo equalization, and proposed a novel
AFDCE with robustness to fast fading. Simulation results show
that the proposed IFDE-plus-AFDCE scheme demonstrates
good performances in both stationary and non-stationary chan-
nels while maintaining low complexity as a consequence of
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Fig. 3. BER versus SNR at steady state.
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Fig. 4. MSE versus SNR at steady state.

frequency domain equalization. Due to the adaptive capabil-
ities of our AFDCE, it is applicable to situations where the
channel statistics are unknown or difficult to estimate. Deeper
analytical insights into the convergence behavior of AFDCE
will be the subject of future work.

REFERENCES

[1] D. Falconer, S. Ariyavisitakul, A. Benyamin-Seeyar, andB. Eidson,
“Frequency domain equalization for single-carrier broadband wireless
systems,”IEEE Commun. Mag., vol. 40, pp. 58–66, Apr. 2002.

[2] C. Douillard, M. Jezequel, C. Berrou, A. Picart, P. Didier, and
A. Glavieux, “Iterative correction of intersymbol interference: Turbo
equalization,”European Trans. on Telecommunications, vol. 6, pp. 507–
511, Sept.-Oct. 1995.

[3] A. S. R. Koetter and M. T̈uchler, “Turbo equalization,”IEEE Signal
Processing Mag., vol. 21, pp. 67–80, Jan. 2004.
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