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Motivation: Imaging inverse problems

Goal: Recover image x from measurements y = M(x):
m M(-) masks, distorts, and/or corrupts & with noise.

m Applications: inpainting, super-resolution, deblurring, computed tomography,
magnetic resonance imaging (MRI), etc.

m Solution typically posed as point estimation: find the single “best” &

Challenges with point-estimation:
m Doesn’t provide uncertainty quantification

m Doesn't navigate the perception-distortion tradeoff!

_ o Pyx(ylz)px()
Solution: Sample from posterior distribution py, (x|y) =
fpy\x<y|w)px(w) de
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Posterior sampling

The posterior distribution pyj, (-|y) represents all knowledge about the image x
given the corrupted measurements y

unknown x measured y samples from p,, (-|y)

Typical posterior-sampling methods in imaging:
m cVAEs, cNFs, cGANs: Fast but inaccurate?
m Diffusion methods: Slow but accurate?
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|
Our approach

We build on rcGAN?, a type of Wasserstein cGAN:
m Generator Gg: outputs ; = Gg(z;,y) for code realization z; ~ N(0,I)
m Discriminator Dg: aims to distinguish true (x,y) from fake (Z;,y)

m Training:

minmas { Exzy (Do(@.y) ~ Do(CGo(2.9).¥)} + R(0) ~ Lop(@)}

m rcGAN’s regularization R(0) rewards correctness in conditional mean and
conditional trace-covariance

Contributions:

m A new R(0) that also enforces correctness in the K principal components of the
conditional covariance matrix

m We call our approach pcaGAN

1Bendel,Ahmad,Schniter'22
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|
Background on rcGAN

rcGAN! regularizes using an L1 penalty and a standard-deviation reward:

£ EI,P(G) = Estd,P(g)

~ A1 P S .
where Z(p) = 5 > ,_; Z; is the average of P posterior samples.

Key points:
m [gq controls diversity, and is optimized during training

m Can prove! R.(0) yields E{Z;|y} = E{z|y} and tr Cov{Z;|y} = tr Cov{z|y}
with Gaussian p(z|y)

m Can prove! R(0) = L2.p(0) — BvarLvar,p(0) does not, for any Bar
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|
The proposed pcaGAN

Goal: Ensure that v;, = vy, and Xk =X fork=1,...,K

[ {(ﬁk,xk)}szl are the principal evecs/evals of Cov{Z;|y}
m {(vi, A\x)}E_, are the principal evecs/evals of Cov{z|y}
m K is user-specified

We propose
Rpca (0) £ ch(e) + chaﬁevec(e) + chaﬁeval(e);
where
Cevec(e) 2 Ey { ]Ex,zl,...,2p|y { Zf=1[ak(0) :B - I’l’x|y ’y}}

Eeval(o) £ IEy {Ex,zl,...,ZP\y { Zszl (1 - )‘k//\k ) ’y}}
and

we approximate the unknown {(vg, A\¢)}5_; and Hjy 2 E{z|y}

Bendel, Ahmad,Schniter (Ohio State) pcaGAN Asilomar'24 6/15



|
Understanding pcaGAN

Eigenvector regularization:
K T
Levec(0) = — Ey {EX,Zh---,ZP\y { Zk:l[”k (xz — ll’x|y)]2|y}}

m If g, = E{z|y} was known, minimizing over 8 would force {Ty = vy }(,

m We set p,, = f1,, = StopGrad(Z(p,,)) after Z(p,,) stabilizes
m We compute {04} | using an SVD of {a:l}z 7. where Py, = 10K

Eigenvalue regularization:
K ~ 2
Eeval(e) = Ey { Ex7zl,...,2p|y { Zk:l (1 - /\k/Ak) |y}}
m If A\, was known, minimizing over 6 would force {Xk =M\t

— ~ 2
m We set \; =~ StopGrad(P =T Hvk — Bogys T1 = Hylys -+ TPy, — ux‘y]||2)
after {v.} stabilize, which is correct in expectation when ¥y and i, are correct

m We compute {Xk}szl using the same SVD as above
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Gaussian toy experiments

m Here we recover  ~ N (p,, ) from y = Az + w with inpainting A € R2*4
and w ~ N(0,0%I). Both p, and X, are random

m Performance measured via Wasserstein-2 distance Wa(pyy, Pxjy)

0.5

0.4

03

Wo

0.2

0.1

0.0

m W, decreases with K, and pcaGAN beats both rcGAN and NPPC! in W,

—

10t 102

# components K when d = 100

20 0 60 80 100
signal dimension d when K =d

m NPPC trains a neural net to directly estimate {(\x, vi)} i, from y
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-
MNIST denoising experiments

We recovered MNIST digits @ from measurements y = & + w with w ~ N(0,1)
m We measured by rMSE, residual error magnitude (REM) at K = 5:

~ ~T o ~ e R
REM; & Eyy {||(I - V5Vy)(x— uxly)Hg} where V5 £ [01,...,05]

m We also measured Conditional FID (CFID)!, which is similar to FID but
measures the discrepancy between pg), and pj, (not between pg and py)

m Results (128 test images):

Model rMSE| REM;] CFID] Time (128 samples) |
NPPC (K =5) 3.94 3.63 - 112 ms
rcGAN 4.04 341  63.44 118 ms
pcaGAN (ours, K =5) 4.02 3.31 61.48 118 ms

m pcaGAN wins in both REM and CFID (note NPPC is not generative)

1Soloveitchik'21
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MNIST: visualizing the principal uncertainty components

m Principal eigenvectors {vy }_, are shown below for K =5
m Also shown are i, + oy, for k € {1,4} and a € {-3,-2,0,2,3}

pcaGAN: NPPC:
gl Do D3 Dy D5 gal P o3 Dy vy
~| ' 4 v | = =
> OIS |9|E |5 0 1R R1S @

- fccccclllccccc

m pcaGAN's eigenvectors show much more meaningful structure

b
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Large-scale image completion/inpainting

We inpainted large random masks on 256x256 FFHQ face images

m Results (20k test images):

Model CFID{ FID| LPIPS] Time (40 samples)|
DPS! (1000 NFEs) 726  2.00 0.1245 14 min

DDNM?2 (100 NFEs) 11.30 3.63 0.1409 30s

DDRM? (20 NFEs) 1317 536 01587 5s

pscGAN* 18.44 840 0.1716 325 ms
CoModGAN?® 7.85 223 01290 325 ms

rcGAN 7.51 212 0.1262 325 ms

pcaGAN (ours, K =2) 7.08 1.98 0.1230 325 ms

m pcaGAN outperformed all diffusion and cGAN competitors!

m cGANs are 15x to 2500x faster than the diffusion methods

1Chung et al'23, 2Wang et al'23, 3Kawar et al'22, 4Ohayon et al’21, %Zhao et al’21
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|
Example FFHQ inpainting

pcaGAN generates samples that are both high quality and diverse

original
ours

masked
rcGAN

DPS

DDNM

posterior samples —
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Results on accelerated MR image recovery

We reconstructed multicoil fastMRI* T2 brain images

m Results (74 test images):

at acceleration R = 8

Model CFID| FID| PSNRf SSIMt LPIPS| DISTS| Time (4 samples)]
E2E-VarNet? 36.86 44.04 36.49 09220 00575 01253  316ms

Langevin (Jalal®) 4859 52.62 33.90 09137 0.0579 0.1086 14 min

cGAN (Adler®) 5094 31.81 3351 09111 00614 01252 217 ms

pscGAN 39.67 4339 3492 09222 00532 01128 217 ms

rcGAN 24.04 2843 3542 09257 0.0379 0.0877 217 ms

pcaGAN (ours, K =1) 21.65 28.35 35.94  0.9283 0.0344 0.0799 217 ms

m pcaGAN won in all metrics but PSNR!
m The cGANs generated samples 3800x faster than the Langevin method

m Note: PSNR, SSIM, LPIPS, DISTS computed using ﬁ(p) for the optimal P

1Zbontar et al'18, 2Sriram et al'19,

Bendel, Ahmad,Schniter (Ohio State)

3Jalal et al'21,

pcaGAN
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Example MRI recoveries

pcaGAN rcGAN pscGAN <GAN Langevin
(ours) (Bendel) (Ohavon)

Sample Average (32)

E2E-VarNet
Sample

m posterior samples from pcaGAN show meaningful variations (see arrows)
m posterior samples from pscGAN show no variation

m posterior samples from cGAN (Adler) and Langevin (Jalal) show unwanted artifacts

Bendel, Ahmad,Schniter (Ohio State) pcaGAN Asilomar'24 14 /15



Summary

Goal:

m Fast and accurate posterior sampling for imaging inverse problems

Contribution:

m A cGAN with a regularization that encourages correctness in the y-conditional mean,
trace-covariance, and K principal covariance components

Experimental results
m Considered MNIST denoising, FFHQ inpainting, and multicoil MRI

m Outperforms existing cGANs and diffusion methods (DPS, DDRM, DDNM, Langevin)
in PSNR, SSIM, LPIPS, DISTS, FID, and CFID

m Runs 10x to 4000x faster than diffusion methods

m Outperforms NNPC (direct estimation of principal covariance components)
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