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Abstract—In this paper we consider the problem of full-duplex about full-duplex MIMO relaying in the presence of self-
multiple-input multiple-output (MIMO) relaying between multi-  interference remaint) What is the maximum achievable end-
antenna source and destination nodes. The principal difficulty in to-end throughput under a transmit power constraint? 2) How

implementing such a system is that, due to the limited attenuation . . .
between the relay’s transmit and receive antenna arrays, the can the system be designed to achieve this throughput?

relay’s outgoing signal may overwhelm its limited-dynamic-range [N this paper, we aim to answer these two fundamental
input circuitry, making it difficult—if not impossible—to recover  questions while paying special attention to the effectsathb
the desired incoming signal. While explicitly modeling transmit-  |imited-DR and imperfect channel-state information (CSI)
ter/receiver dynamic-range limitations and channel estimation | imnited-DR is a natural consequence of non-ideal amplifiers

error, we derive tight upper and lower bounds on the end- . . .
to-end achievable rate of decode-and-forward-based full-dupie oscillators, analog-to-digital converters (ADCs), anditil-

MIMO relay systems, and propose a transmission scheme basedto-analog converters (DACs). To model the effects of lichite
on maximization of the lower bound. The maximization requires receiver-DR, we inject, at each receive antenna, an additiv

us to (numerically) solve a nonconvex optimization problem, for white Gaussian “receiver distortion” with variange times
which we detail a novel approach based on bisection search andthe energy impinging on that receive antenna (where 1)

gradient projection. To gain insights into system design tradeoffs L. . . .
we also derive an analytic approximation to the achievable rate Similarly, to model the effects of limited transmitter-DiRe

and numerically demonstrate its accuracy.! inject, at each transmit antenna, an additive white Ganssia
“transmitter noise” with variance: times the energy of the
|. INTRODUCTION intended transmit signal (where < 1). Imperfect CSI can

result for several reasons, including channel time-viarat

We consider the problem of communicating from sourcgygitive noise, and DR limitations. We focus on CSI imperfec
to destination nodes through a relay node. Trgditionalyrelﬁons that result from the use of pilot-aided least-squér&
systems operate in a half-duplex, whereby the time-frequen:nannel estimation performed in the presence of limited-DR
signal-space used for the source-to-relay link is keptagth \joreover, we consider regenerative relays that decode-and
onal to that used for the relay-to-destination link, such 3§nvard (as in [2]-[6]), as opposed to simpler non-regetieza
with non-overlapping time periods or frequency bands. Ha'?elays that only amplify-and-forward (also discussed i}).[4
duplex operation is used to avoid the high levels of relaft sel The contributions of this paper (an abbreviated version of
interference that are faced with fuII—dupI'ex operation,evdj [7]) are as follows. For full-duplex MIMO relaying, an exgi
the source and relay share a common time-frequency sign@bdel for transmitter/receiver-DR limitations is propdse
space. For example, it is not unusual for the ratio betwe%ﬂot-aided least-squares MIMO-channel estimation, uimR
the relay’s self-interference power and desired incomigga@ |imitations, is analyzed; the residual self-interferenfrem
power to exceed that of the relay’s front-end hardware, MakipRr |imitations and channel-estimation error, is analyzed;
it impossible to recover the desired signal. The importe}nq@,ver and upper bounds on the achievable rate are derived:
of limited dynamic-range (DR) cannot be overstressed; notic§ transmission scheme is proposed based on maximizing the
that, even if the self-interference signal was perfectlpwn,  achievable-rate lower bound subject to a power constraint,
limited-DR renders perfect cancellation impossible. requiring the solution of a nonconvex optimization problem

Recently, multiple-input multiple-output (MIMO) relayin to which we apply bisection search and Gradient Projection;
has been proposed as a means of increasing spectral efficief}¢ analytic approximation of the maximum achievable rate is
(e.g., [1]). By MIMO relaying, we mean that the source, relayroposed; and, the achievable rate is numerically investily
and destination each use multiple antennas for both reseptys 5 function of signal-to-noise ratio, interference-tisa
and transmission. MIMO relaying brings the possibility ofatio, and transmitter/receiver dynamic range.
full-duplex operation throughpatial self-interference suppres-
sion (e.g., [2]-[6]). Still, the following fundamental gstéons II. SysTEM MODEL

We will use Ny and N, to denote the number of transmit
1This work was sponsored by the United States Air Force under Aantennas at the source and relay, respectively, Jahdand
Force contract FA8721-05-C-0002. Opinions, interpretetj conclusions, and .
recommendations are those of the authors and are not netessatorsed d t0 denote the number of receive antennas at the relay and

by the United States Government. destination, respectively. Here and in the sequel, we use th



subscriptss for sourceyr for relay, andd for destination, and intended time: transmit signal, and sa§ = Cov{x(t)} over

we omit subscripts when referring to common quantities. the relevant time period (e.¢:,€ Tgata[1]). We then write the
We assume that propagation between each transmittiéme- noisy radiated signal as

receiver pair can be characterized by a Raleigh-fading MIMO

channelH € CM*N corrupted by additive white Gaussian c(t) ~ CN(0, k diag(Q))

noise (AWGN) n(t). By “Rayleigh fading” we mean that  s(t) = z(t) + c(t) s.t.{ c(t) L x(t) (3)
vec(H) ~ CN(0,I,y), and by “AWGN,” we mean that c(t) L e(t') ot

n(t) ~ CN(0,I,). The time¢ radiated signals(¢) are then

related to the received signalgt) via wherec(t) € CV denotes transmitter noise and statistical

independence. Typically; < 1.
ui(t) = VorHsrss(t) + /niHusi(t) + ni(t) (1) We model the effect of limited receiver-DR by injecting, per
uy(t) = /paHwasi(t) + vnaHsasd(t) + na(t).  (2) receive antenna, an independent zero-mean Gaussiarvéecei
distortion” whose variance i§ times the energy collected by
In (1)-(2), pr > 0 and pg > 0 denote the signal-to-noisethat antenna. In particular, say thatt) € CM denotes the
ratio (SNR) at the relay and destination, whilje > 0 and receiver's undistorted time-received vector, and sap 2
ng > 0 denote the interference-to-noise ratio (INR) at the rele{gov{u(t)} over the relevant time period (e.g..€ Taaa[1)).

and destination. (As described in the sequel, the destimatiye then write the distorted post-ADC received signal as
treats the source-to-destination link as interferenchg INR

7 will depend on the separation between, and orientation of, e(t) ~ CN(0, B diag(®))
the relay’s transmit and receive antenna arrays, whereas thy (1) = u(t) + e(t) s.t. { e(t) LLu(t) (4)
INR 7ng will depend on the separation between source and e(t) L e(t') gt

destination modems, so that typicaljy < 7.

For full-duplex decode-and-forward relaying, we partitio where e(t) € CM is additive distortion. Typically3 < 1.
the time indicest = 0,1,2,... into a sequence of commu-jystifications for these limited-DR models are given in [7].

hication epochs{(7;}7<,, where, during epoclf; C Z*, the Figure 1 summarizes our overall system model.
source communicates thi€ information packet to the relay,

while simultaneously the relay communicates tfie- 1)"
information packet to the destination. Before the first da‘g ..
communication epoch, we assume the existence of a train®s . Ss
epoch Tgain during which the modems estimate the chann: | %
state. From the estimated channel state, the data comr ~Cs
nication design parameters are optimized and the resulting
parameters are used for every data communication epoch.
Since th(_a dgsign and analysis will be identical for ever;adgtFi o Our model of full-duplex MIMO relaying under limited
communication epoch (as a consequence of channel tingnsmitter/receiver-DR. The dashed lines denote stlstiependence.
invariance), we suppress the indein the sequel and refer to
an arbitrary data communication epoch7ag:a.

The training epoch is partitioned into two equal-length [1l. ANALYSIS OF ACHIEVABLE RATE
periods (i.e.,7yain[1] and Tiain[2]) to avoid self-interference ) _ o
when estimating the channel matrices. Each data epochAis Pilot-Aided Channel Estimation

also partitioned into two periods (i.€7gata[1l] and Tgata[2]) We assume that, during the training epocHgan|l]

of normalized durationr € [0,1] and 1 — 7, respectively, 544 Tuan[2], least-squares estimates of the channels

over which the transmission parameters can be indepelydeqqSr Hy, H,g, He are obtained fromZTN-duration (for
optimized. As we shall see in the sequel, such flexibility isymer < 7*) training sequences, according to the method

critical when the INRv is large relative to the SNRy.  gescribed in [7]. There it was shown that the resulting
Moreover, this latter partitioning allows us to formulatetiv octimates take the form

half- and full-duplex schemes as special cases of a more
general transmission protocol. For use in the sequel, we find VaH = aH + D*H, (5)
it convenient to define[1] £ 7 and7[2] £ 1 — 7. Within each
of these periods, we assume that the transmitted signals @fere the entries off are i.i.dCA(0,1), and where
zero-mean and wide-sense stationary.

We model the effect of limited transmitter dynamic range D~ - [I+ a%HHH + a% diag(HHH)]. (6)
(DR) by injecting, per transmit antenna, an independera-zer
mean Gaussian “transmitter noise” whose variance isnes characterizes the spatial covariance of the estimatioar err
the energy of thantended transmit signal at that antennaunders < 1 andx < 1. Above, « € {pr, 7, pg,nq} for
In particular, say thate(t) € CV denotes the transmitters H € {Hsg,, Hy, H,q, Hsy}, respectively.




B. Interference Cancellation and Equivalent Channel mutual-information perspective [8]. Thuds(Q][l]) can be

Recalling that the data communication period is partittbnd®Wer-bounded by [7]

into two periods;fgata[1] @ndTgaa[2], @and that—within each— ) = loo det (I H llﬁIH 2—1 I 13

the transmitted signals are wide-sense stationary, s/ sel Ler(Qll]) = log de ( tor ASLQS[J s> [1]) A (13)

(instantaneous, distorted) signal at any titne Tgaal[l] is = log det (pr HsrQs[l|H g, + 3i[l]) —log det(3[1])
y,(t) = (VprHs — Ds%rI:Isr)(ms(t) +es(t) + n(t) and I4(QJ!]) similarly lower bounded by (Q]!]). The end-

R 1 to-endr-specific achievable-rate is then lower-bounded by
+ (VirH ey — D Hr ) (2 (t) + e (t)) + ex(t), (7)

2 2
as implied by Fig. 1 and (5). Defining the aggregate noise terml-(Q) = min { > g (QI), Y Tl Lg(Q[1) } (14)

=1 =1

A r 5 F
ur(t) \/ﬁfsrcst(t) DD;}{Hsr(w:(t) + Cts(t)) + tr(t)(s) £14,(Q) £14.(Q)

T VirHner(?) a Hu(®@(t) + &) + en(?), Moreover, the ratd (Q) bits-per-channel-use (bpcu) can be
we can writey,(t) = \/pTIEIS,:cS(t) + \/ﬁﬂrrazr(t) + v,(t), achieved via independent Gaussian codebooks at the trtansmi
where the self-interference terwﬂrrwr(t) is known and ters and maximum-likelihood detection at the receivers [8]
thus can be canceled. The interference-canceled sigfal2 A straightforward achievable-rate upper bouhd Q) re-
y,(t) — \/ﬁ]ﬁ[”mr(t) can then be written as sults from the case of perfect CSI (i.d), = 0), wherew,(t)

. andwvy(t) are Gaussian.
z(t) = Hxs(t) + v (). 9
() Vo sas(t) (®) © IV. TRANSMIT COVARIANCE OPTIMIZATION

Equation (9) shows that, in effect, the information signal \ye would now like to find the transmit covariance matrices
zs(t) propagates through a known changeh Hy; corrupted o that maximize the achievable-rate lower bouhd Q) in

by an aggregate (possibly non-Gaussian) naige), whose 14y subject to the per-link power constraigt € Q,, where
(Hg, H)-conditional covariance we denote 5[] =

Cov{v(t) | Hsr, Hi}teTiman- It can be shown [7] that

0,2 {g st Dol o (Qs) <1, Dl o (Qil) <1,
=1 =1

S0l ~ I+ rpeHe diag(Qq[l]) Ho + Der tr(Q]l])

15)
o CH =qQ% >0, l:”l>0}, (
+ kneH dlag(Qr[l])Hrr + Dy tr(Qr[lD QS[ } @ [ ] n Qr[ ] @ [ } n
+ Bpr diag(ﬁIS,QS[l]ﬁer) and subsequently optimize the time-sharing parametéf/e
. . . H now denote the optimal (i.e., maximin) rate, for a giverby
+ By diag(Hn QI H ), (10) .
. . ; . I, .= max min{/,  (Q),Lq,(2)}, 16
where Dy, 2 E{Ds | Hg} and D, £ E{D,, | H,;} obey ST T geq, Lo (Q): Lo (D} (16)

. L o 7y 2pH 98 1 prpH and we use), , to denote the corresponding set of maximin
D~ 5p[I+affHH + a7 diag(HH )] (11)  designsQ (which are, in general, not unique). Then, with

A H H A
and where the approximations in (10)-(11) hold undeg 1 T+ = argmaxrejo,1) L, -, the optimal rate id, N I, and
andj < 1. An expression similar to (10) can be derived fof€ corresponding set of maximin designsiis = Q. ..

T !

4l £ Cov{vg(t) | Hy, Heg}reT - It is important to realize that, among the maximin designs
e Q. -, there exists at least one “link-equalizing” design, i.e.,
C. Bounds on Achievable Rate 3Q € Q. r S.t. 1SW(Q). = I4,(2). _To. see \(vhy this
The end-to-end mutual information can be written, for § the case, notice that, given any maximin desg@nsuch
given time-sharing parametet as [1] that /g, . (Q) > 1,4 .(Q), a simple scaling of)[!] can yield
Iy, (Q) = 14 (L), and thus an equalizing design. A similar

2 2 argument can be made whép .(Q) > I, . (Q).

[-(Q) = min {ZTV]IST(QU])’ZT[Z]LU(Q[ZD , (12) Referring to the set adll link-equalizing designs (maximin

=1 =1 or otherwise), for a giverr, as

where I (Q[l]) and I,4(Q][l]) are the period-mutual infor- ~
mations of tk[le]z source-t(o-r[e]llly channel and relay-to-dastn Q--= {Q €Qr st L. (Q) = —rdﬁr(Q)} ) 17
channel, respectively, and whe@[l] £ (Q[l].Q,[l]) and the maximin equalizing design can be found
Q£ (9[1], Q[2)). by solving  either argmaxgeq_. I ,(Q)  or

Mutual-information analysis is complicated by the factttharg maxgeq_ , I,4,(Q), Where the equivalence is due
the aggregate noise terms and vy are, in general, non- to the equalizing property. More generally, the maximin
Gaussian as a result of the channel-estimation-error compqualizing design can be found by solving
nents. However, it is known that, among all noise distritnsi
of a given covariance, the Gaussian one is worst from a arg g@&f}T(g’o (18)



with any fixed ¢ € [0,1] and the¢-weighted sum-rate duplex” onesQup = (£1,0,0, 21), for which (21) gives

I (Q,0)&¢I +(1-01 . 19 R __pe)if e
Q0 &Ly (Q+(1-0Ls, (@ @ [Blo (1+ gtmm) T 21 oy
To find the maximin equalizing design, we propose relaxing L log (1 + %) else
. . . . m+(“+ﬁ)ﬁr
the constraint or@ from Q- ; to Q,, yielding the(-weighted- ) ) .
sum-rate optimization problem Fmglly, given any triple (pr,nr, pa), We approximate the
achievable rate as followd;, ~ max{/(Qfp),I(Qup)}-
Q. -(¢) = arg fnax 1.(Q,0). (20) From (22)-(23), using = m, it is straightforward to

show that the approximated system operates as follows.
At each bhisection step, we use Gradient Projection (GP) tol) Say 2 < 1. Then full-duplex is used iff
solve the 7-specific,(-weighted-sum-rate optimization prob- pa

lem (20). See [7] for details. e < %\/(9 +2002 + 2250+ 2p) — 10.  (24)
V. ACHIEVABLE-RATE APPROXIMATION For either half- or full-duplex/, is invariant topg, i.e.,

The complicated nature of the optimization problem (16)  the source—to-rela%iﬁEg;( iﬂsjthe limiting one. _
motivates us to approximate its solution, i.e., the covaga  2) Sayl < £ <1+ *=7%=. Full-duplex is used iff
optimized achievable raté, = max,¢|o,1) maxgeq, 1, (Q).

Or 2 r
In doing so, we focus on the case Bf— oo, where channel N < zfpd \/(9 +2pq)? + nﬁs (0 +2pg) — 9(1 - QPE)
estimation error is driven to zero so that(Q) = I.(Q) = (25)
T iti il i 3) Sayl + HmM < o ivalentlyr, < neic 2
1,(Q). In addition, for tractability, we restrict ourselves to 3) Sayl + = S o, Or equivalentlyn, < erit
the caseNs = N, = N and M, = My = M (i.e., N transmit (% — 1)%. Then full-duplex is always used, and
antennas and/ receive antennas at each node), the egse 1, is invariant top, andn,, i.e., the rate is limited by
0 (i.e., no direct source-to-destination link), and the oase% the relay-to-destination link.
(i.e., equal time-sharing). Figure 2 shows a contour plot of the proposed achievable-

Our approximation is built around the simplifying caseate approximation as a function of INR and SNRp;, for
that the channel matricelsH s, Hyr, Hyq} are each diagonal, the case thapr/pg = 2. We shall see in Section VI that
although not necessarily square, and h&& min{}M, N} our approximation of the covariance-optimized achievable

identical diagonal entries equal g M/ N/R. (The latter value rate is reasonably close to that found by solving (16) using
is chosen so thaB{tr(HH")} = MN as assumed in bisection/GP.

Section 11.) In this case, the mutual information (14) beesm 100
2 90+
I ~ 2 mi log det ( I NM o (T
H(Q) ~ s min > logdet (I+p XA QLII(I + (1 + B)
=1

701
60

X % [Pr diag(Qs(l]) + mr diag(Qr[l])D_l)’

50

INR 7, [dB]

2
Zlogdet (I + pa QT + (5 + B)
=1

< X pacian @) ) } 1)

= = = full/half-duplex boundary] |
critical INR
T n n

Whenn, < pr, then,-dependent terms in (21) can be ignored,

o ‘ ‘ ‘ ‘ ‘ ;
after which it is straightforward to show that, under the SV
ConStiamt (15)7 the 0pt|mal Covar{ances are_ the “full wbl Fig. 2. Contour plot of the approximated achievable rateversus relay
Orp = (&1, +1,+1,+1), for which (21) gives SNRpr and INR#r, for N =3, M = 4, 8 = x = —40dB, andpr/pg = 2.
The horizontal dashed line shows the INR;;, and the dark curve shows the
-~ . Pr Pd boundary between full- and half-duplex regimes describe@%).
[(Qro) ~ Itlog (1 +min { Er(ntB)(ortm)* T+ (ntB)pa })
pd i P (k+B)neM
_ Rlog (1 + %H%mpd) if o5 2 1+==5 VI. NUMERICAL RESULTS AND CONCLUSIONS
pr We now study the average behavior of the bisection/GP-
Rlog (1 + a7+ +8) (prtmr) else (22)

optimized ratel, = max, maxgeq, L,(Q) as a function
Whenn, > pr, then,-dependent term in (21) dominates unlessf SNRs p, and pg; INRs 7, and ng4; and dynamic range
Q.[!] = 0. In this case, the optimal covariances are the “hglfarameters and3. We also investigate the role of interference
cancellation, the role of two distinct data periods, theerol

“Because (16) is generally non-convex, finding the global mawi can  of _gptimization, and the relation to optimized half-duplex
be difficult. Although GP is guaranteed only to find a locald arot global,

maximum, our experience with different initializations susfgethat GP is (OHD) _Signa"ng' In doing _SO’ We find close agreemem with
indeed finding the global maximum in our problem. the achievable-rate approximation proposed in Section & an



illustrated in Fig. 2. All results below usely £ Ns = N,
transmit antennasy/ £ M, = My receive antennas, the SNR
ratio pr/pg = 2, the destination INR)qy = 1, training duration
T = 50, optimization of time-share € {0.1,0.2,...,0.9},
and were averaged ovef0 realizations.

Below, we denote the full scheme proposed in Section IV

by “TCO-2-IC,” which indicates the use of interference can-
cellation (IC) and transmit covariance optimization (TCO)

Min Rate (bpcu)

performed individually over the 2 data periods (i.%gata[1] o \ v
and7gaa[2]). To test the impact of IC and of two data periods, | | & 5
we also implemented the proposed scheme but without IC, b iwde Ny e oo
which we refer to as “TCO-2,” as well as the proposed scheme 0T Ry

with only one data period ('er[l} = Q;[2] Vi), which we  Fig 3. Achievable-rate lower bount, for TCO-2-IC, TCO-2, TCO-1-IC,
refer to as “TCO-1-IC.” To optimize half-duplex, we used GRnd OHD versus INRy. Here, N = 3, M = 4, py = 15dB, pr/pg = 2,

to maximize the sum-raté, (Q, 3) under the power constraint”s = 0d8, and’ = 50. OHD is plotted for5 = r = —40dB, but was

: b d to gi ly identical rate fér= x = —80dB. Both fixed-time-
(15) and the half—duplex Constra|Ql[2] -0 = Q2[1], - opserved to give nearly ldentical rate ,ﬂr K o) Ixed-time
optimization was performed as described above.

In Fig. 3, we examine achievable-rate performance versus
INR 7, for the TCO-2-IC, TCO-1-IC, TCO-2, and OHD
schemes, using different dynamic range paramefters x.

For OHD, we see that rate is invariant to INR, as ex-
pected. For the proposed TCO-2-1C, we observe “full duplex”
performance for low-to-mid values of, and a transition to
OHD performance at high values af, just as predicted
by the approximation in Section V. In fact, the rates in
Fig. 3 are very close to the approximated values in Fig. 2.
To see the importance of two distinct data-communication
periods, we examine the TCO-1-IC trace, where we observe
TCO-2-IC-like performance at low-to-midrange valuesrpf
but performance that drops below OHD at high Essen-
tially, TCO-1-IC forces full-duplex signaling at high INR

Fig.

share £ = 0.5) and optimized-time-sharer (= 7.) versions of OHD are
shown.

40

35

w
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a
T

Min Rate (bpcu)

o
1)
T

0

0 1‘0 2‘0 3‘0 4‘0 5‘0 6‘0 76 5;0 100
SNR  (dB)

4. Achievable-rate lower bounid, for TCO-2-IC and OHD versus SNR

Here,pr/pg = 2, ng = 0dB, N = 3, M = 4, § = k = —40dB, and

7, Where half-duplex signaling is optimal, while TCO-2-|C§:-: 50. OHD in this figure is optimized over.

facilitates the possibility of half-duplex signaling tlugh the
use of two distinct data-communication periods, similathi®
MIMO-interference-channel scheme in [9]. The effectof
optimization can be seen by comparing the two OHD tracdd!
one which uses the fixed value= 0.5 and the other which
uses the optimized value= .. The separation between thesé]
traces shows that-optimization gives a small but noticeable
rate gain. Finally, by examining the TCO-2 trace, we conelud
that partial interference cancellation is very importamt &l [3]
but extremely low or high values of INR;.

In Fig. 4, we examine the rate of the proposed TCO-IC{2]
and OHD versus SN, using the dynamic range parameters
B = r = —40dB, ng = 1, and two fixed values of INR. All g5
the behaviors in Fig. 4 are predicted by the rate approxonati
described in Section V and illustrated in Fig. 2. In partaul
at the low INR ofn, = 20dB, TCO-IC-2 operates in the full-
duplex regime for all values of SNR,. Meanwhile, at the
high INR of n, = 60dB, TCO-IC-2 operates in half-duplex
at low values of SNRy;, but switches to full-duplex aftep,
exceeds a threshold. -

In the full paper [7], we also examine rate performance
versus training lengthl” and for various combinations of[9]
transmit and receive antennes/, N).

(6]
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