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Abstract—In this paper we consider the problem of full- of reliable communication between the two modems (i.e., the
duplex bidirectional communication between a pair of modems, sum-rate).

each with multiple transmit and receive antennas. The prin- . . ~
cipal difficulty in implementing such a system is that, due From our perspective, the primary challenges of MIMO

to the close proximity of each modem’s transmit antennas to SIAR are, in practice, due to the following:
its receive antennas, each modem’s outgoing signal can exceed 1) high channel dynamic range (DR),

the dynamic range of its input circuitry, making it difficult— 2) limited transmitter and receiver DR, and

if not impossible—to recover the desired incoming signal. To . . .
address these challenges, we consider systems that use pilot-dide 3) imperfect channel state information (CSI).

ghanr}el e_stimat%s_ to F)erform transulrlnit_ beall\;lnfgrrlr_ling, receive Channel DR refers to the ratio of the (nominal) interference
eamforming, and interference cancellation. Modeling transmit- : - - , :
ter/receiver dynamic-range limitations explicitly, we derive tight channel_galn to the (nominal) desired _channel ga_ln, whialg m
upper and lower bounds on the achievable sum-rate, and propose D& as high ad00dB due to the relative separation between
a transmission scheme based on maximization of the lower bound, intra- and inter-modem antenna pairs. Limited transmétedt
which requires us to (numerica]ly) solveanolnconvex thimization receiver-DR is a natural consequence of non-ideal amgljfier
problem. In addition, we derive an analytic approximation 0  ggcillators, analog-to-digital converters (ADCs), angiil-to-
g‘cecfgtle\{able sum-rate, and show, numerically, that it is quite analog converters (DACs). Imperfect CSI can result for seve

' reasons, including channel time-variation, additive epend

I. INTRODUCTION DR limitations.

Full-duplex bidirectional communication between two Due to the practical importance of transmitter/receiver-
multiple-input multiple-output (MIMO) wireless modemssha DR and imperfect CSI, we model each artifact explicitly in
the potential to nearly double the system spectral effigienthis work. In particular, we model limited transmitter-DR
[1]. By full-duplex, we mean that the two modems perfomkpy injecting, for each transmit antenna, an additive white
simultaneous transmission and reception (STAR) at the saf@ussian “transmitter noise” with varianedimes the energy
carrier frequency. The fundamental difficulty with STAR i®f the intended transmit signal. Similarly, we model lindite
that, due to the close proximity of a given modem’s transmiigceiver-DR by injecting, for each receive antenna, antaedi
antennas to its receive antennas, the modem’s outgoingjsigﬁhite Gaussian “receiver distortion” with Varianﬁaimes the
can overwhelm its receiver circuitry, making it impossibée €nergy impinging on that receive antenna. Finally, we model
recover the incoming signal. To avoid this problem, exgtinCS! imperfections by assuming the use of pilot-aided least-
practical systems tend to communicate in half-duplex mogguares (LS) channel estimation.

(e.g., time-division duplex or frequency-division duplexn The problem that we consider, full-duplex bidirectional
this paper, we propose a realistic system model, includiMMO, is reminiscent yet fundamentally different than the
channel estimation errors and effects of limited dynamigea well-studied two-useMIMO interference channel (ICh) prob-

and derive achievable-rate bounds for a proposed MIMi@M [11], for whichinterference alignment [12] has recently
STAR protocol. It is shown that its spectral efficiency i$een proposed. While in both problems the primary challenge
uniformly better than optimized half-duplex and nearly dieu is mitigation of other-user interference, in the MIMO-ICh
when operating within dynamic range constraints. problem, the other-user codewords are unknown, whereas in

In this work, we assume that each of the two modengIr problem, they are perfectly known because they are self-
usesN; > 1 antennas for transmission aig > 1 different generated. In fact, in our problem, “other-user” interfere
antennas for reception (i.e., MIMO modems), and we assu@nifests only through channel-estimation error and &chit
a per-modem transmit power constraint. We then consider tiggeiver-DR, both of which can become significant under very
problem of jointly optimizing the MIMO transmission andhigh channel-DR (e.g., 100 dB).
reception strategies in order to maximize the sum of thesrate The contributions of this paper are as follows. For the

full-duplex bidirectional MIMO communication problem: 1)

'This work was sponsored by the Defense Advanced Researgec®o an explicit model for transmitter/receiver-DR limitat®ris
Agency under Air Force contract FA8721-05-C-0002. Opisijoimterpreta- . . . .

proposed; 2) pilot-aided least-squares MIMO-channel- esti

tions, conclusions, and recommendations are those of therauthd are not . noEE : ]
necessarily endorsed by the United States Government. mation, under DR limitations, is analyzed; 3) the residual



self-interference, resulting from DR limitations and chakh wherec;(t) € C™ denotes the transmitter noise. Typically,
estimation error, is analyzed; 4) lower and upper bounds en< 1. The model (3) closely approximates the combined
the achievable sum-rate are derived; 5) a transmissiomszheeffects of additive power-amp noise, non-linearities i BAC

is proposed based on maximizing the sum-rate lower bouadd power-amp, and oscillator phase noise (e.g., [14]).
subject to a power constraint, requiring the solution of a We model the effect of limited receiver-DR by injecting, per
nonconvex optimization problem; 6) an analytic approxiorat receive antenna, an independent zero-mean Gaussianvaecei
of the maximum achievable sum-rate is proposed; and, 7) ttlistortion” whose variance i§ times the energy collected by
achievable sum-rate is numerically investigated as a immct that antenna. In particular, say thaf(t) € C™ denotes the
of signal-to-noise ratio, interference-to-noise rati@nsmit- ‘" receiver’s undistorted timereceived vector, and saly; =
ter/receiver dynamic range, and number of antennas. Cov{u;(t)} over the relevant time period (e.9.£ Tgata[1])-

Il SYSTEM MODEL We then write the distorted post-ADC received signal as

Our bidirectional communication problem involves two e;(t) ~ CN(0, B diag(®;))
modems (‘A" and “B”), and thus two communicating v, (t) = u;(t) + e;(t) s.t. { e;(t) 1L u;(t) 4)
transmitter-receiver pairsi (€ {1,2}). We assume, without ei(t) 1L e;(t) ,
loss of generality, that modem A houses transmitter1 and v

receiveri = 2, whereas modem B houses transmitter 2 Wheree;(t) € C* is additive distortion. Typically3 < 1.
and receiveri = 1. In the sequel, we use € Z* to denote The model (4) closely approximates the combined effects of
the channel-use index, (t) € C™ to denote the noisy signal additive gain-control noise, non-linearities in the ADCdan
radiated by the antenna array of transmitteandu, (t) € C»+  gain-control, and oscillator phase noise (e.g., [15]).
to denote the undistorted signal collected by the antermag ar Figure 1 summarizes our model.
of receiverj, where N; is the number of transmit antennas
and NV, is the number of receive antennas.

We assume that the signal radiated by transmijtend @f@?—e@»%
collected by receivei propagates through an additive white
Gaussian noise (AWGN) corrupted Raleigh-fading MIMO >cl ‘\[Hzl‘ ‘\leg‘ 21
channel H;; € CN>M_ By “Rayleigh fading,” we mean 0

that vec(H;;) ~ CN(0,In,n,). The time¢ radiated signals Yy Aﬂ éah
{s;(t)}3_, are then related to each received signal§) via 52

Modem A Modem B

ui(t) = VopHusi(t) + /inHizs:(t) + 1 (1) 1) Fig. 1. A model of bldlrectlonal MIMO communication under linte
ug(t) = \/EHQQSQ(t) + \/77H2181(f) + ng(t). (2) transmitter/receiver-DR. The dashed lines denote stalstdependence. In

labeled quantities, the time indexhas been suppressed for brevity.
In (1)-(2), n;(t) ~ CN(0,Iy,) denotes AWGN,p > 0
denotes the signal-to-noise ratio (SNR), apd> 0 denotes I1l. A NALYSIS OF ACHIEVABLE SUM-RATE

the interference-to-noise ratio (INR). The sizejofill depend A, Pilot-Aided Channel Estimation

on\,Ne.g., antenrtlﬁ ?etﬂarat.lon ?nd ang{tohg-domft:ytp sugpjet55|o In this section, we describe the pilot-aided channel esti-
¢ assume that the signaling epoghis partiioned Into 5, procedure that is used to learn the channel matrices

a training periodTy,n and a subsequent data communlcatloiu

period Taa. For reasons that will become clear in the seque H ;}. In our protocol, the training interval consists of two
data- H H

e AT o . ub-periodsi/yain[1] @and Tyain[2], each of duratior?”V; chan-
the training period is itself partitioned into two equahdgh P Trainl] Train 2] !

. . . "9 nel uses (for som& e Z1). For all t € Tyain[1], we assume
portions (i.e.,7xain[1] and Tyain[2]), as is the data period (i.e. ‘that transmittej = 1 transmits a known pilot signal and= 2

Taata[1] @nd Taaa[2]). Within each of these four sub-periods remains silent, while, for alt € Tyain[2], 7 = 2 transmits and
we assume that the transmitted signals are zero-mean and

wide-sense stationary. 7 = 1 remains silent. As we shall see, it suffices to choose
the pilot n = 1 TN NexTNe
We model the effect of limited transmitter dynamic rang e pilot sequencex (1), mj( e C

arbitrarily so long as it satlsﬂe%X X = I, where the
(DR) by injecting, per transmit antenna, an independert- zer,

scaling is chosen to satisfy a per- penod power constrdithiten
mean Gaussian “transmitter noise” whose variance fisnes form tr(Q,) = 2, consistent with the data power constraints
the energy of theintended transmit signal at that antenna, i P

that will be described in the sequel.
Nt th
l?anpsé:rr]tiltiglr?sr’instz dteh dattqi:m(e)-tr;nsgit s?;r?jtein;hiatgggé Our limited transmitter/receiver-DR model implies thaé th
l ] -

Cov{z;(t)} over the relevant time period (e.@.£ Tgata[1]). (distorted) space-time pilot signal observed by receivisr

We then write the time-noisy radiated signal as Y, = Jo;Hij(X; +Cj) + N; + E;, %)
c;(t) ~ CN(0, x diag(Q;)) where, for notational convenience, we define

sj(t) = x;(t) + c;(t) s.t.< ¢(t) L x;(t) 3 A {p if i =9 ©)

Qi = e .
cj(t)J_Lcj(t')|t,# ) ’ n ifi#j.



In (5), C],E and N; are Ny x T'Ny matrices of transmitter and where the approximations in (14)-(15) follow frem< 1
noise, receiver distortion, and AWGN, respectively. Attbaec andg < 1. A similar analysis applies tdb[l] We note, for
clusion of training, we assume that ti& receiver estimates later use, that the channel estimation error teding can be

the channels{HU} -_, via least-squares (LS), yielding made arbitrarily small through appropriate choiceTof
faHiy 2 5y, XY, (7) C. Bounds on Achievable Sum-Rate

and communicates them to the other modem.In the sequel, I{Equation (13) succinctly ch_argcterizes th_e effective com-
will be useful to decompose the channel estimate into the tr unication channel, under limited transmitter/recedét-

channel plus some estimation error. It can be shown that s pllqt a|ded_ I,‘S MIMO-_channeI estimation, f(_)r transmit-
a decomposition takes the form of ter/receiver pairi = 1 during data communication period

) I € {1,2}; an equivalent model can be stated for the pair
\/@H,] = Ja,; Hij + ijﬁij, (8) i=2. Due to the channel estimation error components in (12),
) _ N the aggregate noise;[!] is generally non-Gaussian, which
where the entries oH;; are i.i.dCN/(0,1), and where complicates the analysis of the channel (13). It is knowmw-ho
Djj = 5= [(1+B)I + a2 Hy; j2 il ever, that among all distributions an [I] with fixed covariance
i Ny . . ) .
25 i H 31[l], the Gaussian one is worst from a mutual-information
+ iy (1+ k) ding (H i Hj )| ©) perspective [16]. Thus, we can lower-bound the sum mu-
characterizes the spatial covariance of the estimaticsr.err tual information/(Q), wAritten as a function of the transmit
B. Partial Self-Interference Cancellation ;?Snin;;}g??%%?rﬁl;] (@[], @1[2], Q:[1], @s[2]). as
Recall that the data communication period is partitioned

2
into two sub-periodsygata[l] and 7gaa[2], and that—within 1 log det (I + pH:. -lISIH.XA)»_ll 16
each—the transmitted signals are wide-sense stationasy. TISQ) Z Z ogdet (I +pHiQ[I[H,;>,; [ll)  (16)

(instantaneous, distorted) signal at receiver 1 and any time 5
t € Taawll] then takes the form = %Z Zlog det (pIEIZ-iQi[l}ISIZ + 3,[1]) —log det (33;[1]).
yi[l] = VpHu(z1[l] + er[l]) + na[l] + ex[]] == o . .

v iH (@] + eall]) (10) Furthermore, standard communication theoretic argumemts

| L ply that it is possible to achieve a sum-rate equall (Q)
= (VpH11 — D} Hyy)(z1[l] + ci[l]) + na[l] +e1[l]  in (16) by using independent Gaussian codebooks at each

3 3 A transmitter and maximum-likelihood detection at eachivere
H,, - D}yH I+ e2]l]). 11 , , )
(ViH 2 H12)(@2l] + ex[l]) (11) [17]. Taking “log” in (16) to be base-2, the units of sum-rate
Defining the aggregate interference term are bits-per-channel-use (bpcu).

- 1 A straightforward upper bound(Q) on achievable sum-
] & /pHyici[l| - D} H U+eall]) +nifl] (12 gt
uifll = Vo HAclH 11 11{(931[] el +mlll (12) (a6 then follows from the perfect-CSI case (i.2;; = 0),
+ nHizco|l] — DG Hqo(x2]l] + e2l]) + e[l where v, [l] becomes Gaussian under our distortion model.
we can writey, [i] = ﬁﬂnaﬁ[l] ; \/ﬁﬂlg.’ﬂg[l] + il Moreover, the lower boundl( Q) converges to the upper bound

1(Q) as the training lengti” — oo.
where the self-interference terggnH 12, [l] is known and (Q) _ .g g o OO
thus can be canceled. The interference-canceled sigfigl>  D. Transmit Covariance Optimization
y,[l] — /nH 1223[l] can then be written as We would now like to find the transmit covariance matrices
. £ (Q1[1], Q1[2], Q5[1],Q,[2]) that maximize the sum-
z1ll] = VeH izl + v l). 13)  rate lower bound/(Q) in (16) subject to the per-user power
Equation (13) shows that, in effect, the information signalonstraint (17b). This yields the optimization problem
x1[l] propagates through a known changbH ; corrupted
by an aggregate (possibly non-Gaussian) naisg, Whose Q,111,Q, 2 0u[11,Q,12] 1(@Qu[1], @12, Qu[1] @,[2]) (172)
(HH,HH) -conditional covariance we denote ésl[]

Cov{vi[l]| H11, H12}. It can be shown that s.t. ;itr Qi) <1, i=1,2(17b)
0[] ~ I+ rpHn diag(le)Hn + D1y tr(Q, [1]) Q;[:l]lz 0, Vile{1,2}, (17¢)
+ w0 H o diag(Q?U])I{'l? + D12 tr(Qyl)) where the inequality (17c) constrains ea@h/] to be positive
+ Bpdiag(H11Q,[I|H ) semi-definite. We solfethis non-convex optimization problem
+ Bn diag(ﬁIngz[l]H':Q) (14) via Gradient Projection (GP), taking inspiration from [18]

2 . S o
NA P In general, (17) is a non-convex optimization problem, and rsdirig the
WhereDij - E{Dij | Hij} obeys global maximum can be difficult. Although GP is not guarantezdirtd the
. 1 9 global maximum, our experience with different initializatoosuggests that,
Dij ~ 5= [I+ a;% KH H” + ;28 A dlag(H”H )] (15) i our problem, GP is indeed finding the global maximum.



E. Sum-Rate Approximation

The complicated nature of the optimization problem (17)
motivates us to approximate its solution, i.e., the trafsmi
covariance optimized sum-rafe £ maxgeq 1(Q), whereQ
represents the constraint set implied by (17b)-(17c). Heee
focus on the case df' — oo, where channel estimation error
is driven to zero so thal(Q) = I(Q) = I(Q).

Our approximation is built around the special case that each
H,; is diagonal, although not necessarily square, With, =
min{ N, N;} identical diagonal entries equal {@ N; Ny / Npin-
(The latter value is chosen so thE{tr(Hl-jHiHj)} = NN,
as assumed in Section Il.) In this case, the mutual infolnati
expression (16) becomes (fgr£ 7)

INR 7 [dB]

80 100

0 2‘0 40 60
SNR p [dB]
1 Fig. 2. Contour plot of the optimized-sum-rate approximatinversus
1(Q) ~ 5 ) logdet (I + p 2 (I + (k+ B) XX SNRp and INR#, for Ny = 3, Ny = 4, and 8 = x — —40dB. The dark
2 e mt curve shows the boundary= (1/€2 + 2p¢/(k + ) — (£ —2p))/2 between

il

. . -1 full- and half-duplex regimes, and the vertical dashed limexs the boundary
X [P diag(Q;[]) + Udlag(Qj [l])]) ) (18) p= Nr](\:gi”m between SNR-limited and distortion-limited regimes.

Whenn < p, the n-dependent term in (18) can be ignored,
after which it is straightforward to show that, under the IV. NUMERICAL RESULTS AND CONCLUSIONS
constraints (17b)-(17c), the optimal covariances are th# “ _ o
duplex” Qpp £ (ﬁ‘L %17 %17 ﬁ(I), for which (18) gives We now study the average behavior of the GP-optimized
sum-ratemaxg I(Q) as a function of SNR, INR 7, dynamic

p rangex~! and 3!, and number of antenna$;, and N,. We
Nan { (1 B)(p + 77)> (19)  also investigate the role of interference cancellatiom, rible
Nr of two distinct data sub-periods, and the relation to optedi

When > p, the n-dependent term in (18) dominates unlesdalf-duplex (OHD) signaling. In doing so, we find close agree
Q,l] = 0. In this case, the optimal covariances are the “hafeNt with the optimized-sum-rate approximation proposed i
duplex” ones@up 2 (21,0,0, 2 I), for which (18) gives Section III_-E_ and |Ilu§trated in Fig. 2. Throughout, we used
N N T = 50 training duration. All results were averaged ote00
realizations, unless specified otherwise.
N ) (20)  Below, we denote the full scheme proposed in Section IlI
N, T (5 +B)p by “TCO-2-IC,” which indicates the use of interference can-
Finally, for any given pair(n, p), we approximate the op- ceIIation_ (IC.:).and transmit covariance optimi.zation. (TqsRy-
f RS formed individually over the 2 data sub-periods (i Bjata[l]

timized sum-rate as followsl, ~ max{I(Qfp),(Qmp)}- . )
From (19)-(20), it is straightforward to show that theand. Tdata[2])- To t?St the impact of IC and of two data SUb.
boundary between full- and half-duplex occurs af — periods, we also implemented the proposed scheme but with-

A Nem out IC, which we refer to as “TCO-2,” as well as the proposed
(V& +2p¢/(r+5) — (€ - 2p))/2 for £ = xoersy + 20 cheme with only one data sub-period (i@,/1] = Q,[2] Vi),

_We now make some ad.dmon.al observanorp about (1.9)'(2 hich we refer to as “TCO-1-IC.” To optimize half-duplex, we
IEIrr()Sr:1 ?Tgfov?/z tshég fﬁ alz (g W)hﬁ %%stesgi)gFr?i fzzaiﬁﬁ/r%%réaetﬁt. used GP to maximizé(Q) under the power constraint (17b)

) FD iti i =0=
from further increase in SNR» when (s + f)p > (s + anld th_e additional half_—duplex constrai@t [2] = 0 = Q,[1].
N Nonin . . n Fig. 3, we examine sum-rate performance versus INR

fn + e, 18 whenp > 1) it Sincen < p, IS g5 ipe T00-2-IC, TCO-1-IC, TCO-2, and OHD schemes,
p-saturation occurs whep > g7migy. Next, suppose that ysing several different dynamic range parameters . For
1> p, in which caseQyp is appropriate. Here, (20) showsgyp we see that sum-rate is invariant to INR as ex-
that I(QNHD) will not §ignificantly benefit from SNRs abovepected_ For the proposed TCO-2-IC, we observe “full duplex”
P = aNetg - Thus, in both they < p andn > p cases, performance for low-to-mid values of and a transition to
we can interprep = N,A;mig) as the transition between SNR-OHD performance at high values aof just as predicted by
limited and distortion-limited regimes. (See Fig. 2.) the approximation in Section IlI-E. In fact, the sum-ratas i

Figure 2 shows a contour plot of the proposed optimizeérg. 3 are nearly identical to the approximate values in Eig.
sum-rate approximation as a function of INRand SNRp. To see the importance of two distinct data-communication
We shall see in Section IV that our approximation of thperiods, we study the TCO-1-IC trace, where we observe
covariance-optimized sum-rate is surprisingly close, ear-a TCO-2-IC-like performance at low-to-mid values qf but

age, to that found by solving (17) using gradient projectionperformance that drops below OHD at high Essentially,

I(Qrp) ~ 2Nmin log <1 +

I(Qhp) =~ Nmin log (1 +




TCO-1-IC forces full-duplex signaling at high INR, where 80
half-duplex signaling is optimal, while TCO-2-IC facilttes
the possibility of half-duplex signaling through the use of
two distinct data-communication sub-periods, similar e t 60}
interference-channel scheme [20]. Finally, from the TCO-2
trace, we conclude that partial interference cancellai®n
essential for all but extreme values of INR
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Fig. 3.  Achievable sum-rate lower boundQ) for TCO-2-IC, TCO-2, g = ’:, - ’::, I i
TCO-1-IC, and OHD versus INR. Here, Ny = 3, Ny = 4, p = 15dB, and T 5l e = - - 4
T = 50. OHD is plotted for@8 = x = —60dB, but was observed to give 5 2= _—==--_ 5 2
nearly identical results for all three values @f= «. n " -2 ,”/,’ T, =TT
2~ == o ___--12
. . R 1
In Fig. 4, we examine sum-rate of the proposed TCO-IC-2 _ -~ .
i : 0WgZ="—" e e m === == —
and OHD versus SNR, using the dynamic range parameters T
8 = k = —40dB and various fixed values of INR. All 0

the behaviors in Fig. 4 are almost exactly as predicted by *Number of ransmit antennas Ne

the sum-rate approximation described in Section IlI-E ar}gg 5. Achievable sum-rate lower bourldQ) for TCO-2-IC and OHD

illustrated in Fig. 2. In particular, we see OHD's sum-rat@ersus number of antennag with various ;. Here,p = 15dB, = 60dB,
increase with SNRp up to the distortion-limited regime, 8 =« = —60dB, andT" = 50.

e, p > % ~ 36dB. For TCO-IC-2, we see sum-

rate increase wittp whenp € [0,36] (i.e., the SNR-limited 2] x. shang, B. Chen, G. Kramer, and H. V. Poor, “Capacity oegi
regime), saturate whene [36, ] (i.e., distortion-limited high- and sum-rate capacities of vector Gaussian interferenaenets” | EEE

; ; ; ; i Trans. Inform. Theory, vol. 56, pp. 5030-5044, Oct. 2010.
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; ; ; ; ; ; ; ; 4] H. Suzuki, T. V. A. Tran, |. B. Collings, G. Daniels, and NHedley,
in Fig. 4 are nearly identical to the approximations in Fig. i “Transmitter noise effect on the performance of a MIMO-OFDMdia

Finally, in Fig. 5, we explore the sum-rate of TCO-2- ware implementation achieving improved coverad€EE J. Sl. Areas
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