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Abstract

For doubly-dispersive channels, we propose a pulse-shaqdiitarrier modulation
scheme designed to yield an inter-symbol/inter-carri¢erfarence (ISI/ICI) profile fa-
cilitating high-performance/low-complexity equalizaii Specifically, sampled transmit-
ter/receiver pulses are jointly optimized to maximize atipalar signal to interference-
plus-noise ratio. Two low-complexity iterative equalipatalgorithms are proposed which
leverage the resulting ISI/ICI structure, one based onfsefiback and the other on hard
feedback. Simulations indicate that the soft feedbackrilgn achieves estimation per-
formance close to the matched filter bound in most scendpiost-cursor ISI cancellation
is also considered, and found to be appropriate when thg dptead is large.

1 Introduction

In non-trivial time- and frequency-selective environngerdingle carrier modulation requires
long and quickly-adapting equalizers for inter-symboknférence (ISI) mitigation, leading
to complicated/expensive receivers. Multi-carrier matioh (MCM) has thus emerged as an
attractive alternative.

Orthogonal frequency-division multiplexing (OFDM) [1]sobably the most well-known
MCM technique. Leveraging FFTs at the transmitter and wecgits complexity is the low-
est among spectrally-efficient MCM techniques. While the aka cyclic prefix (CP) gives
OFDM robustness tdime-dispersive fading (at the expense of reduced spectraiesfay),
CP-OFDM is often considered non-robusttequency-dispersive fading, since this fading in-
duces inter-carrier interference (ICl) in CP-OFDM (se@.,g2, 3] and references therein).
This notion should be considered more carefully, howevérileMCl mandates a more com-
plex receiver, it also introduces beneficial Doppler-dsitgr[3—5]. In fact, it has been shown
that, with appropriate ICI shaping, it is possible to leggra large proportion of this diversity
using a computationally efficient equalization scheme—itwa¢ requires onlyO(N') opera-
tions beyond the traditional CP-OFDM receiver [6, 7]. Ina@tkvords, the benefits of ICI may
outweigh the costs.

Various MCM techniques have been proposed over the years soth the explicit goal
of suppressing ISI/ICI in the presence of doubly-seleathvannels. In this latter class we find
pulse-shaped FDM(PS-FDM) [8-11] and OQAM-OFDM (see [12] and referencesaher
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In PS-FDM, OFDM'’s traditionally rectangular pulse is reggd with a smoother pulse that has
better time/frequency localization. PS-FDM is attractivéhat it's implementation complexity
is only marginally greater than that of CP-OFDM but has treadvantage that its ISI/ICI
suppression comes at the cost of reduced spectral efficj@BEyOQAM-OFDM uses a clever
application of offset-QAM which allows smoothly overlapgiOQAM-OFDM symbols. The
result is ISI/ICI suppression without any reduction in dpacefficiency. The implementation
complexity of OQAM-OFDM can be substantially greater thaattof CP-OFDM, however,
because it requires filterbanks in addition to FFTs. In f&@AM-OFDM’s complexity has
been found to increase in proportion to its ISI/ICI suppi@ssapabilities [12]. Finally, it is
important to remember that, while PS-FDM and OQAM-OFDM dpkedo suppress ISI/ICI
in doubly-selective environments, they are not able toiekte it completely.

Motivated by [6, 7], we propose a PS-FDM system whose puts@eas are designed to gen-
eratecontrolled ISI/ICI. The target ISI/ICI profile will be chosen to facsite high-performance
low-complexity equalization. In other words, we propose M@esign for I1SI/ICI shaping
rather than ISI/ICI suppression. In this work, PS-FDM is s in place of OQAM-OFDM
for reasons of simplicity. A similar design based on OQAMED¥ would be interesting, but
is outside the scope of this paper.

We now mention three related works. Matheus and Kammeyérdl$0 proposed a PS-
FDM scheme in which ISI/ICI was tolerated and then mitigaisthg Viterbi detection. They
did not design for a particular target ISI/ICI pattern, tgbuand simply assumed continuous
Gaussian pulse shapes. Kozek and Molisch [11] designedhconis pulses matched to the
statistics of a WSSUS Rayleigh-fading channel, thoughr #ie was to suppress ISI/ICI com-
pletely rather than shape it. Sun [13] proposed CP-OFDMautla guard interval (i.e., rect-
angular pulses) and one-tap decision-feedback equalzéiiFE) at the receiver to mitigate
ISI/ICI. Our work differs from these in that we design digertime transmitter/receiver pulse
sequences that ajeintly-SINR-optimal, leveraging WSSUS doubly-selective channel statis-
tics and measuring SINR relative to a carefully-choseretdigl/ICl pattern. For equalization,
we build on the iterative algorithms of [6, 7], which have bestown to exhibit performance
near the matched-filter bound but with significantly less ptaxity than Viterbi detection.

Notation: We use(-)! to denote transposé,)* conjugate, and-)” conjugate transpose.
C(b) denotes the circulant matrix with first colunbnD(b) the diagonal matrix created from
vectorb, andI the identity matrix. We uséB],, ,, to denote the element in the® row and
n'* column of B, where row/column indices begin with zerd.- || denotes the Frobenius
norm, and® element-wise multiplication. Expectation is denotedtjy} and covariance by
Cov{b, c} := E{bc’} —E{b} E{c"}. Finally,§(-) denotes the Kronecker delta, afidhe set
of integers.

2 System Model

At each index € Z, a set ofN coded QAM symbolg s’} is collected to form a multicarrier

symbols® = [s{’,...,s%_,]!. These symbols are used to modulate pulsed carriers ag/ollo
[e'¢) 1 N-1
i) j 2 (n—iNs—No)k
tn = Z an_iNS\/—N 55{3)6] N (n—1 ) (1)
1=—00 k=0

In (1), {a,} is the transmit pulse sequendk, is the multicarrier symbol interval, anl,
{0,..., N — 1} delays the carrier origin relative to the pulse origin. Thatipath channel is
described by its time-variant discrete impulse respénée, (), defined as the time-response



to an impulse applied at time— [. We assume a causal impulse response of length,off he
signal observed by the receiver is then

Np—

rn:Vn+thlnlnl (2)

wherer,, denotes samples of additive white circular Gaussian ndd&3N) with variancer?.
Definingr) := rin,yn, V) := Vin, 10, @andhy’(n, 1) == hﬂ(z’Ns + n, 1), it can be shown that

Nj,—1

i o i () (L £) n—I+{fNg— k
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To estimate the multicarrier symbsf’, the receiver employs the pul$g,} as follows:

. 1
T = D e R @)

Here againV, delays the carrier origin relative to the pulse origin. Nibig this system reduces
to CP-OFDM withN, = N, — N, {a,}}2" = 1, and{b,}* = 1 (elsea, = b, = 0). Note
also thatV, := N, — N is analogous to CP-OFDM guard interval.

Plugging (3) into (4), we find

N-1
v = w0 hGO(d—k k) sy (5)
¢ k=0
where
wi =y 2 e R (6)
Np—1
he”(d, k) = —Z Z B (1, Dbt sy €9 N AN =T RN 7

Equation (5) indicates théﬁf’“ (d, k) can be interpreted as the response, at tiaved subcarrier
k + d, to a frequency-domain impulse applied at time ¢ and subcarriek.

In practice we implement finite-duration causal pulses} and{b, } of length N, and N,,
respectively, implying that only a finite number of terms Hletset{ivzg;“(d, k), ¢ € Z} will
be non-zero. Specifically, (7) implies that non-zero terewsult from indiced which satisfy
0<{Ny+n—-1<N,—1forsomen € {0,...,N, — 1} and somée € {0,..., N, — 1}. It
is straightforward to show th 1 ¢ (d, k) is non-zero foll € {—Lyre, ..., Lpst} WhereLye =
|3 ) and Ly = | P52 ).

With the definitionsz® :— 29,2V ) w® = [wd, .. w ] and[HEO] gy =
lvzfjf*“ (d—k, k), (5) implies the Iinear t|me -varying (LTV) multiple-inpuatultiple-output (MIMO)
system

Lpst
20 = w3 HOs, (8)

{=—Lpre

In the sequel we assume wide-sense stationary uncorredestbring (WSSUS) [14] so
thatE{hy(n, [)h;(n — q,1 —m)} = r(q)o?d(m). Here,r(¢q) denotes the normalized autocor-
relation (i.e.,(0) = 1) ands? the variance of th&” lag.



3 Pulseand Window Design

The choice of a,, } and{b,, } affect the ISI/ICI patterns of the MIMO system (8). For exdenp

it is well known that the CP-OFDM choices yield an system fdriah ISI and ICI vanish

if the channel is LTI with delay spread, < N, — N + 1. The absence of ISI/ICI greatly
simplifies equalization; this is the classical motivatian €P-OFDM and, more generally,
orthogonal MCM. When the channel is LTV or it is impracticalenforceN,, < N, — N + 1,
however, no choice ofa,} and{b,} is capable of completely suppressing both ISI and ICI.
Our strategy is to choosg,, } and{b,} which impart a particular structure on the effective
channel responsg . The ideal target ICI/ISI pattern should allow high-perfiamce/low-
complexity equalization while being (nearly) attainale ome choice ofa,, } and{b,}.

3.1 |SI-FreePulse Design

In this section, we focus on an ICI/ISI target that has a “otirsoefficient H* with the
banded structure illustrated in Fig. 1 and ISI coefficie{‘?tuéw}g#o which equal zero. This
choice is motivated by the lowpass nature of typical Dopgerctra (see [7]) and assumes that
ISI can be effectively suppressed. With very long delay agr& may be more appropriate to
design pulses which allow post-cursor ISI and apply bloaksien feedback equalization; this
is discussed in Sec. 3.2.

We design pulses according to the SIMR) := & /&, criterion, where signal energs,
and noise-plus-interference eneigy are defined relative to the target. If we deféig; to be
the energy contributed by/’ to z’, and if we definet,; ; to be the energy contributed 1¢’
by additive noisev|’, non cursor symbol$s’},.;, and non-neighboring co-cursor symbols
(s U s o pa thenEs = 3, E g and&q = Y-, &nig- Note that the energy con-

tributed tOxil) by neighboring co-cursor symboals{” }{=},_,U{s’}{% | is considered neither
signal nor interference, but rather a “don’t care” quantitychoosinga := [ao, ..., an,_1]%

we impose the average transmitted power consttiaifit = N, consistent with CP-OFDM.
From (5) and the description above, we have

N—-1 N—-1 N-1
Eou = ZE{)hng)(o d) s } ZE{)hng) 0,d)| } 9)
d=0 d=0 =0

From (7) and our WSSUS assumption it can be shown that

Np—1
E{|hg"(d, F)’} = N2 Z r(n — m)b,br,e T N 2agy iy, (10)
n,m=0 =0
implying that
| N1 Ny Np—1
E = N b,by ri(n —m) ola,_al, . (12)
n=0 m=0 =0

Equation (11) can be put in the quadratic forms (12) and (13),

& = +b"(R,® As)b, (12)
= %G,H (Ra @ Bs)a, (13)



where R, and A5 are N, x N, matrices defined element-wise [al%b]mm := ri(n —m) and
[As],, = SVt 2a,, 4a, ,, and whereR, and Bs are N, x N, matrices defined element-

wise as R, , = ri(q — p) and[By], = Y\ 02bybs
Next we derive an expression f6F. From (5) and our definition of,,; 4, we have

N-1 2
Enig = E{ wy + Y N G d -k k)sg O+ > hGY(d -k, k)s) } (14)

140 k=0 k¢{d—D,....d+D}
Sincewy’, {5} 2 , and{s\”} are independent, and sin¢e’} are unit-variance i.i.d.,

Lpst N-—1 d+D
Enia = B{wPPr+ Y Y E{AG (d—k k)= > E{|AG"(d — k. k)|*}(15)
f=—Lpre k=0 k=d—D

where, from (6),

Nb—l
27 1
E{w)?} = — Z buby, B{v vy e IR = 2N baff0®  (16)
n,m=0 n=0
From (10),£0 = 3=, Enia, and the facts thg ' S207 ! e IR (@Rm=m) — N25((n —m) ),
andy>” e~ ¥ aln=m) = sin(5(2D + 1)(n — m))/ sin(%(n —m )),we have
—1 Np— Lpst Njp—1
= o’ Z |bn | + Z Z bubp,ri(n —m)o((n —m) ) Z Z L AIN, n—10GN, 4
n=0 m=0 l=—Lpre 1=0
RO sin(Z(2D + 1)(n ) =

— Z Z bybr ri(n —m) Nsm( (n = Z otan_1ak, ;. (17)

n=0 m=0

Usingb := [bo, . . ., bn,—1]%, (17) can be put in th&/, x N, quadratic forms (18) and (19)

Eni = bH(UzINb"‘Rb@Cb@At_Rb@Db@As)b (18)
a”(||b|*¢*/Ns+ R, ®C, ® Bi— R, ® D, ® Bs)a, (19)
In (18), R, and As were previously defined, ard,, Db, andA; areN, x N, matrices defined
element-wise afCy],,, ,, := d((n —m) ), [Dy),,,, == ¥ Lsin(£(2D +1)(n—m))/sin(%(n —
m)), and[A,,, ,, = ffsinre fiho‘l 07N, +n-195 N, +m—i- 1N (19), R, and Bs were previ-
ously defined, and’,,, D,, andB; are N, x N, matrices defined element-wise [Eﬂa]pﬂ =
¥ sin(F (2D +1)(¢—p))/sin(F(g—p)), [Bi,, = z%:pSin,e ;iho_l 07bgs1-en,U5 41y, @N
C. ]pq = 0({g —p)y)- We used||a||2 = N, to write (19). Since SINR= & /&, is not a

= N, in the sequel.

To optlmlze SINR= & /& jointly with respect toa andb under the constraintsa||? =
|b]|> = N, we alternate the pair of optimizations (20) and (21), whergV, N) denotes
the principle generalized eigenvector of the matrix gaif, V). Recall thatAs and A; are
functions ofa and thatBs and B, are functions ob. The optimization can be carried out in
advance for particular fading scenarios. For example @rctise of Rayleigh fading, the pulses



depend on maximum Doppler frequency, power profile, andenaasiance.

b" (R, ® As)b
g max —7
bilip|>=N: b (021 + R, © Cy, ©® A — Ry, © Dy, © Ag)b
= v (Ry©As, oI+ R, ©Cy® A~ Ry © Dy © As) - /N, (20)
a’ (R, ® Bs)a
max
a:l|al2=N, a’! (0'2I +R,6C, o Bi— R, 06D, ® Bs)a
= v,(R,®Bs, 0’ I+R,©C,®0B;— R,©D,® Bs)-v/N,  (21)

bja = ar

a,, = arg

3.2 Postcursor-1Sl Pulse Design

The pulses described in the Sec. 3.1 were designed to sgpm#spre-cursor and post-cursor
ISI. With decision-feedback equalization, however, pastsor ISI can be tolerated, allowing
more freedom in pulse design.

With only a few modifications, post-cursor ISI can be incagted into the the pulse design
of Sec. 3.1. Regardings, the definition and expressions remain the same, i.e., ((I®)-
Regarding,i, we remove the positive terms from thsummations in (14)-(15), (17), and the
definitions of A; and B;. Thus, the alternating optimization (20)-(21) appliegathese slight
redefinitions ofA; and Bi;.

4 Symbol Estimation

Here we build on the low-complexity iterative algorithmerfr [6, 7] which recoves” from

x® while leveraging the quasi-banded structuré#f®. The symbolgs\"}¥~! are estimated
sequentially using a linear MMSE technique that incorporates the outtsooﬁeprewous esti-
mates (and/or known pilots) as prior information for suhsag estimates. In doing so, we
hope to avoid both the noise-enhancement of linear eqaializand the error-propagation of
hard decision feedback. While we avoid DFE frawthin s, we do consider DFE cancella-
tion of post-cursor ISI fron"{s“*@}f:"j‘. We focus on estimation rather than uncoded detection
becauseoded detection performance is known to be proportional to the M$&oft symbol
estimates [15]. Coding details, however, are outside thpesof this paper.

4.1) MMSE Estimation When the MIMO channe{H‘”“}L”Sl 1, Nas a cursor coefficient

H> whose structure approximates that shown in Figs,lwill contribute primarily to the
observation elementsi,; }5*P  where all indexing in this section is taken modulo-N. Local
estimates of; are then generated using

i(i) _ [.i’;;) it v;c—)l—D]t . Lpsl H(Ll)(k Dk + D )fs(z‘fz) with DFE,
) [Zlp, s Tip’ without DFE,
where {5}, denotes past decisions. If we defigg := [s{’,p, - ,sqp)t Wi =

[w oy wd) plt andHy == HEO (k—D : k+D,k—2D : k+2D), then we can write
) = HYsY +el, (22)

wheree;’ denotes noise plus residual ICI and ISI (consisting only reicprsor and error-
propagation components in the DF case). Note that, as aqossee of modulaV indexing,



the elements of{* from the top-right and bottom-left shaded triangles in Bigre included
in H;”. In the sequel, we omit the superscript indices.
The MMSE linear estimate of, givenxy, is

é’k = E{Sk} + COV(Sk, ik) COV(ik, ik)_l (ik — E{ik}) . (23)

Our assumptions impl§{e,} = 0 andE{s,c/} = 0. If we defineX;, := E{e,ef’}, by :=
[71}5_0)Dk, e ,lvzgfhk]t, 5k = E{si}, v, := Cov(sg, Sk), 8k := [Sk—2D, - - -, Ska2p|’, @andvy, :=
[Uk—2p, - - ., vkrop]t, then it is straightforward to show th&{z,} = H}.55, Cov(sk, Tx) =
vkﬁkH, andCov (&g, Tr) = Xy + Hy, D(vk)ﬁH, giving the MMSE estimate

o= S+ P (@ — Ha). (24)
fk: = (Ek + ﬁk D(vk)ﬁf)_lhkvk. (25)

We choose to use ondxtrinsicinformation, i.e., only the priors frorfis, } 4., when estimating
sk. This can be accomplished using (24)-(25) with= 0 andv,, = 1.

Numerical studies have shown that, when the pulse shapeteaigned as in Sec. 3,
is dominated by its noise component. It can be shown that deercomponent of,, is a
Toeplitz matrix invariant td.

4.2) Update of the Priors The symbol estimatg, can be used to updat andv,. For
simplicity, we consider only i.i.d. BPSK symboilg € B := {—1, +1}; QAM extensions are
straightforward. We assume a conditionally Gaussian mindehe estimates, i.ep(Sx|sy =

b) ~ ¢((5k — (b)) /ow (b)) /o (b), whereg(w) = e~*" /\/7 is the proper complex Gaussian
density. Definingux(b) := E{5x|s;, = b} ando?(b) := Cov (5, Sx|s;, = b), it can be shown
thatu (b) = f7hy -bando(b) = f7hy(1— h, f,). If we define the prior and posterior log-
likelihood ratios (LLR) asl(s;) := In gsk:ﬂ) and L(sg|$x) := In M, respectively,

(s,=—1) sk=—1|3
their difference can be expressed as
~ A N v H
AL(Sk) = L(sk|Sk) — L(sg) = 4Re(5)/(1 — hy fr)- (26)
The posterior LLR leads to an update of the priors:
Sknew = D el P(sk = 5|5;) = tanh(Lpew(sk)/2) (28)
Vknew = D _pep(D = E{skl8x})? - P(sr = b[5x) = 1 5% rew (29)

which, in turn, can be used to estimgteg; },..;, via (24)-(25).

4.3) Iteration We initially sets, = 0 andv, = 1 (though pilots could be handled by setting
5, = s, andv, = 0). Forsequential iterative estimation (SIE), we calculate, via (24)-(25)
and then immediately update the priggsandu, via (26)-(27). Next, we calculate, and
then immediately update, andv;. This continues untibx_1, Sxy_1 new, @Ndvx_1 new have
been computed, then repeats again, starting Witirhe algorithm terminates after a specified
number of iterations or when the LLRs surpass a threshold.

A simplification calledsequential decision feedback (SDF) operates identically to SIE ex-
cept thats, new = sgn($x) andvg new = 0. Computation of LLRs is not necessary and the
algorithm terminates after a specified number of iteratmmshen{s; } converge.

4.4) Comments The computational complexity of SIE and SDF, dominated ey 2D+1) x
(2D+1) matrix inversion in (25), i€2(D?N) multiplications per iteration.




SIE is related to the estimation stage of the “turbo equadinascheme [16]. Unlike SIE,
however, [16] assumes a LTI channel in white noise and isgetdiecoding iteration after each
equalization iteration. SDF is reminiscent of the “suctesdetection” scheme used in [17],
though SDF does not employ ai(N?) symbol ordering procedure. Also, SDF employs
multiple iterations so that hard decisions can converge.

5 Simulations

~

To evaluate the iterative equalization algorithms, we careg; >0 E{|s}’ — 3"|?}, their
average MSE, to that of the matched filter bound (MFB), ilee, MMSE estimation o}’
assuming all interferencgs’ } ;a2 is known perfectly. We also consider approximate
MFB (AMFB) which assumes that, when estimatigfj, only neighboring co-cursor inter-
ference{s|’}%*22, is known; ISI and non-neighboring ICI are unknown. This AMFB/er
bounds the MSE of the iterative algorithms, and the AMFB/MftiBerence measures the pulse
design’s success in suppressing out-of-target interéeren

The MFB itself is a function of the pulse design. We compaeshti-B for our PS-FDM to
the following SVD-based scheme, which requires transméit@nnelrealization knowledge
(as opposed tetatistical knowledge). Denote by’ the N, x N, convolution matrix con-
structed from{ hy(n, :)}:Y Z}LVNb where the coefficients i’ are exactly those used to construct

{ﬁ‘i’D}fzpsinre. Then define the modulation waveforms fog’ } ;' as the firstV right sin-
gular vectors of{’ (scaled by,/N/N for fair comparison) and the corresponding matched

filters for estimation of s}, by the first\V left singular vectors of({’. Though our choices
of N, and N, promote ISI, we assume this ISl is known in our evaluatiorheft1SVD-MFB.”

Experiments employ i.i.d. BPSK, SNR-variance circular AWGN noise, a WSSUS Ray-
leigh-fading channel witw? = N, ! (for 0 < < N,), and the design choice§, = 1.5N,,

Ny, = N, + N,,/2,andD = [ f4N] + 1. Unless otherwise noted, assute= 64, N;, = 16,

N, = N (i.e., no guard interval), angy = 0.03. Channel knowledge is assumed and so no
pilots were employed. SIE and SDF were allowed 4 iteratiand,performance was averaged
over 5000 multicarrier symbols. Recall th@thas been normalized to tisbannel-use interval

as opposed to the multicarrier-symbol interval.

Figure 1(a) plots typical pulse shapes for the I1SI-freeda(ge., no DFE) while Fig. 1(b)
plots them for the post-cursor IS target (i.e., for DFE)t&lthat the pulses may include nega-
tive values and may be asymmetric in the DFE case, and thatoires forNV, and N, appear
to be “large enough.”

Figure 3 shows MSE vs. SNR for PS-FDM without DFE at varioupplers; SIE and SDF
are compared to the PS-AMFB, PS-MFB, and SVD-MFB. At all we see AMFB=-MFB,
meaning that out-of-target ICI/ISI is negligible. SIE rhas the MFB in all but thefy =
0.1/SNR<5dB case, whereas SDF reaches the MFB onlyjat= 0.01; this is remarkable
considering that SIE i©(/N). The SNR gap between PS-MFB and SVD-MFB is about 3dB
at f4 = 0.01 but shrinks to about 1dB g} = 0.1; recall that, agy increasesp also increases
and so provides more diversity at the cost of higher implaaten complexity. Results for
the same setup bwiith DFE (not shown here) are nearly identical since this rettigmall
delay spread does not generate much ISI.

Figure 4 shows MSE vs. SNR for various choices of multicaisignbol intervalN, (re-
calling that each multicarrier symbol contaiis= 64 BPSK symbols). Here AMFBMFB
in all but the high-SNR region of the “overloaded” casg= 0.75N. SIE performs near to the
MFB in all but the low-SNR case and the high-SNR overloadeea carhereas SDF lags behind




1-2dB. Note that the gap between SVD-MFB and PS-MFB closéisdroverloaded case; the
orthogonality of the SVD basis is suboptimal as far as the MBBcerns. We conclude that
PS-FDM is robust to a lack of guard interval (i.87, < N). The DFE results (not shown here)

are nearly identical.
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Figure 1: Desired structure of MIMO cursor coef-
ficientH¢?. Typically, D = [fqN]+1.
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Figure 3: MSE versus SNR for Doppler (& =
0.01, (b) f4 = 0.03, and (c)fq = 0.1.
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Figure 5: MSE versus SNR faV, = 64 and
(a) PS-FDM without DFE, (b) PS-FDM with DFE,
and (c) CP-OFDM with DFE.

Figure 2: Pulses for (a) non-DFE (b) DFE target,
with NV;, = 32 and SNR=20 dB.
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Figure 4: MSE versus SNR for guard interval (a)
N, = —16, (b) N, =0, and (c)N, = 16.
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Figure 6: MSE versus SNR falV,, = 32 and
(a) PS-FDM without DFE, (b) PS-FDM with DFE,
and (c¢) CP-OFDM with DFE.

Figure 5 compares various schemes under large delay spiead N, = N = 64. For
PS-FDM without DFE, there is a large gap between the MFB and-BMbut-of-target ISI/ICI
is not well suppressed. Adding DFE to PS-FDM, the MFB/AMFB gdoses to<2dB and
SIE nearly reaches the AMFB. For CP-OFDM with DFE, we sediwaly large MFB/AMFB



and PS-MFB/SVD-MFB gaps. Repeating the experiment With= 32 (see Fig. 6), we find
that PS-FDM gives excellent—and nearly identical—perfange with or without DFE, while
CP-OFDM with DFE still displays a large AMFB/MFB gap. We cdume that PS-FDM is
quite robust to delay spread, though the DFE option shoukkbecised whewv,, > N,.

6

Conclusions

We presented a new approach to PS-FDM in the presence ofyddigplersive fading. Pulse se-
guences were constructed to shape ICI/ISI into a pattetretiebles low-complexity diversity-
leveraging equalization, and a suitable equalizationrélyn was described. Simulations
demonstrated the efficacy of the proposed technique.
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